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Introduction

In the past years, there has been a steadily increasing attention toward the energy
consumption of computer based systems in research as well as in system’s development.
The motivation for this interest is that energy consumption is increasingly becoming a
key metric for the quality of the design of a computer system. A number of aspects are
strongly related to the energy consumption.

• Heat is proportional to energy consumption and influences the needed cooling
capacities or even the choice of materials for a given system design. Cooling
might again inflict a secondary energy requirement.

• Mobility is largely determined by the weight of a device and its runtime. Both of
these aspects are influenced by energy consumption with a larger battery providing
for longer life-time but larger overall weight.

• Power costs are constantly rising and the energy pricing is often of major impor-
tance in large scale systems. Energy costs usually exceed the actual cost for the
hardware.

• Supply lines for delivering energy to the processor depend on the amount of
energy that needs to be transferred.

• Selective powering of only a subset of the units in a device will enable future
devices that have more units than can be powered at once. A power envelope
determines the amount of units that can be powered simultaneously [EBSA+11].

Depending on the concrete system type the relevant aspects may differ, but for vir-
tually all computer systems today, energy plays an important role. Portable devices
depend on mobility while nonmobile embedded devices have stringent heat dissipation
requirements. Those are rooted in the often limited cooling possibilities of the machines
in which they are used. For servers, data centers, and home use, the cost of energy and
cooling are key factors for any new system [dcc].
The modeling of energy usage and its optimization are state-of-the-art problems on

which I will attempt to provide a new perspective. Despite the existence of a huge body
of related work on energy modeling [MAC+11] [Sno10] [Bel00] [BGN+10], a uniform
metric that provides a correlation between energy consumption and the benefit the user
gains by investing this energy, and that is applicable for multiple layers of a whole
system is missing. We seek for a metric that is applicable for all layers of a system
and not just individual parts of it. The often used metric of performance per watt
[RAK+11] [SCS+08] [KF09] is not sufficient for modeling energy either. A higher number
of clock cycles, which most authors associate with performance, may not provide a
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Introduction

better performance for the user. In today’s systems, performance per watt cannot even
be expressed as a scalar value. The power draw changes depending on the workload
type. Further, this metric is not applicable to adaptive applications that can operate at
different performance levels with varying quality of service levels.
My goal in this thesis is to introduce a new method to characterize energy usage,

which does not exhibit these shortcomings. I will propose a model, which characterizes
energy demand in terms of Energy/Utility Functions, and provides the same basic
mechanism for all layers of a system. My approach enables seamless modeling of any
system, from small embedded chips to complete data centers. Utility was chosen as
a universal measure for the benefit to the user, because it is generic enough to model
the highly application specific notion of usefulness. This measure is also in resemblance
to Time/Utility functions, which is well-known from real-time systems research [Jen92]
[JLT85] [RJL05a].
The concept uses the general idea that each component in a system provides a benefit

to the user or to other components. Once the resource is used by a higher layer in the
system, it provides a utility to this higher layer in a form that depends on the type of the
component. As any part of a system requires energy to operate, the energy consumed by
the resource to provide this utility can be described as its energy demand. I will express
the relation between utility and energy demand as Energy/Utility Functions and use
these functions to characterize systems. In the future, we will extend these functions to
drive energy-related decisions in the system.
Our approach is highly beneficial for adaptive workloads. They provide a way for the

user, or operator, to weigh the usefulness that they get out of the system against the
energy they are willing to invest for the benefit.
To be able to characterize the system, I implemented a measurement framework,

which exploits the newly available energy counters on current Intel Sandy Bridge cores
[RNA+12], as well as the performance counters found in many of today’s processors.
My example application for characterizing Energy/Utility will be a video player running
on top of L4Re [l4r], a small multiserver OS layer running on top of the Fiasco.OC [fia]
microkernel.
I split this thesis in two parts. The first part deals with the implemention of an

energy and performance measurement framework for L4Re. I will evaluate the precision
of the energy measurements taken with this framework and performe some example
measurements. In the second part, I will present my approach to energy modeling. After
first highlighting current and past works on optimizing energy usage, I will then present
the concept of Energy/Utility Functions as a way to model system energy requirements,
which builds on these existing works. It extends them to provide a more user centric and
universal approach to enabele the decomposition of a system into multiple components.
This approach will also consider gating effects that are often not discussed in traditional
modeling methods. I will use the results of the first part of the thesis to provide the
application and component characteristics needed to model energy consumption and
show that such results are obtainable. I conclude this thesis with a short outlook on
preliminary ideas for energy aware scheduling based on Energy/Utility Functions.

2



Part A

Measuring Energy
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1 Related Work on Energy Measurements

Until recently, the only option for measuring energy of system components was by
externally instrumenting special measurement boards with measurements points or by
tapping the power supply. The boards that were used for these measurements range from
embedded systems like the Intel XScale PXA255 based on an ARMv5 RISC core [Con05]
[SPH07] over ARM7 cores [LEMC01] to modern boards with Intel Pentium 4 processors
[IM03] and current Intel Sandy Bridge processors [Wei]. These measurements usually
have a low time resolution and rely on the repeated execution of microbenchmarks to
profile the power draw of events. While most of these works provide interesting results,
which would also benefit my work, few provide details on the implementation.
Since the advent of in-processor energy-accounting, live measurements can be per-

formed directly on the processor. These features were introduced in Intel Sandy Bridge
cores in 2011 [RNA+12] and AMD Llano cores in 2010 [amd10].
On IA32 architectures, counting performance events has been possible since the Pen-

tium processor and a number of frameworks exist that can measure a number of perfor-
mance events for applications. The most prominent of them is the Perftools toolkit
[per] for Linux. While this toolkit is incredibly powerful and supports a large range of
performance events, no instrumentation of individual parts of an application is possible
as no library or external API exists. Only the whole application may be measured and
it is difficult to trace back a large amount of cache misses to a specific function. Also
the perf tools are highly specific to Linux, with support for many software events that
are generated by the Linux kernel. While a kernel module to access the energy counters
in recent Intel hardware exists [rap11], it is, to my knowledge, not used by any tool like
the perf utilities.
To monitor performance counters in the CPU, Intel provides a tool termed Intel per-

formance counter monitor [int10], which has a user API and can be used in applications.
But it has no support to monitor the energy counters of the processor. Further, there
is no simple way to determine which counters to use. Per default the tool only counts
cache events, and there is no simple way to only monitor one specific event type.
For monitoring the energy counters Intel only provides the Intel power gadget [int11a]

that is only available for Microsoft Windows and Mac OS X. No source code for it is
provided. It also performs only rudimentary logging for the whole system and not for
individual applications or parts of an application.
For runtime monitoring of L4 applications a framework was developed by Martin

Pohlack at the Operating Systems Group of TU Dresden. The framework named fer-
ret [PDLD06] [Poh10] provides a low overhead, real-time capable mechanism to insert
instrumentation points into applications and is provided in the form of a library. While
it provides a limited amount of support for hardware performance counters, it only
enables this by a kernel hack that needs to have support built in for each instrumented
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1 Related Work on Energy Measurements

architecture. It further only enables access to performance counters using the RDPMC
instruction of the processor, which cannot read all performance counters.
I improve on this work by providing a library that makes instrumentation easier by

moving the actual hardware dependent part out of kernel space into a user space library.
This user space library also aims to abstract from the actual hardware implementation
to make the instrumentation of programs easier. This is especially important when a low
overhead of the instrumentation methods is needed. It also enables the use of counters
not accessible by RDPMC.
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2 A Measurement Framework for L4Re

In this chapter, I will present my framework for instrumenting applications with energy
and performance measurement points. The framework is needed to measure energy and
performance characteristics of applications, and provide this data to other programs.
After a first introduction to performance counters, I describe an extensible library that
can be used to instrument programs without the need for specific knowledge of the mon-
itoring facilities on different processor cores. I will then proceed to extend this library
with monitoring capabilities to communicate monitoring results to other processes, and
methods for energy accounting. The special features of the power metering interfaces
will be discussed and their usefulness and precision is evaluated.

2.1 Implementing a Performance Monitoring Framework
The first step to my approach to energy modeling was the development of a versatile,
and easy to use measurement framework that enables the user to get live measurement
data during program execution. These facilities were developed for applications running
on top of the Fiasco.OC [fia] microkernel, developed at the Operating Systems group
at the Computer Sciences Department of TU Dresden. The user land that is available
to applications for Fiasco is called L4Re [l4r] and aims to provide a reasonable POSIX
subset.
For the development of an application’s energy profile, measuring energy is not the

only point which has to be taken care of. To also be able to map energy to the runtime
behavior of the program, this behavior must be observable as well. As mentioned in
the section on related work, ferret already provides a method to monitor runtime
behavior, but is limited in its capabilities to monitor hardware events. To keep instru-
mentation simple, and not burden the programmer with complex performance counter
mechanisms, another framework is needed that enables the collection of hardware gen-
erated events, such as cache or memory statistics, and makes such events accessible
to the one instrumenting the application. The framework should provide a reasonable
abstraction.

2.1.1 Introduction to x86 Performance Counters

Performance counters existed in x86 CPUs as far back as the Pentium I [Mat99], but
they were not officially documented back then. Nowadays, virtually every CPU, from
the small embedded ARM core, to the latest generation of desktop and server processors
by Intel and AMD, contain these mechanisms for instrumenting the CPU. These perfor-
mance counters are often the only possibility to observe what happens deep inside the
processor. They can monitor everything from cache characteristics, over the prefetchers,
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2 A Measurement Framework for L4Re

to individual usage of certain units inside the CPU. Performance counters are extremely
low overhead and, when the only other possibility to monitor behavior is to simulate
the CPU, the fastest possibility to obtain performance characteristics of an application.
The other possibility to capture, for example, cache characteristics, is by using a

cache simulator like Cachegrind [Net04] that traps every memory access and simulates
the cache hierarchy of the processor. However, because the detailed eviction strategy and
the prefetching strategy of modern CPUs are often regarded as strict company secrets,
as they determine to a large degree how well the CPU performs, simulation can always
only approximate these algorithms instead of directly implementing them. Performance
counters provide a way for the CPU manufacturer to let developers monitor application
behavior without exposing the details of those more delicate areas of CPU design.
The problem when designing a system that is supposed to provide live measurements

in a program is that hardware counters differ significantly between architectures. Not
only between the different instruction set architectures (ISA), such as ARM, MIPS, or
x86, but also between the different CPU vendors of an ISA — like AMD and Intel for the
x86/AMD64 architectures — and even between the different generations of cores from a
single vendor. Intel and AMD implement mechanisms for performance monitoring that
use programmable counters. A limited number of these counters can be programmed
to an often large number of specific performance events. These events differ between
cores, some of them significantly, due to their different hardware architectures. But not
only the events that can be measured differ, but also the facilities available to monitor
them. While the Intel Pentium 3 had only two programmable performance counters
available, the Intel Core CPUs of the Sandy Bridge hardware architecture posses up to
eight of them. The way to set up these counters has also changed over time and there
is no universal way to program them. Table 1 provides an overview of the number of
programmable counters present in five CPU generations of x86 CPUs from Intel and
AMD. As can be seen from the Pentium 4 example, it is not even guaranteed that the
number of counters available increases with every CPU generation.

Intel
Pentium
4

Intel
Sandy
Bridge

Intel
Pentium
3

AMD
Llano

AMD
Bull-
dozer

Programmable Counters 18 8+2
(4+2 in
HT)

2 4 6+4

Fixed-function Counters n/a 3+1 n/a n/a n/a
Programmable Events 45 62+6 73 114 80+29
Architectural Events n/a 6 (of 7) n/a n/a n/a
Bit-width 40 Bit 48 Bit 40 Bit 48 Bit 48 Bit

Table 1: Available counters in various CPUs. Sources: [Int11c], [AMD12], [AMD11]

The numbers after the plus sign for the Sandy Bridge architecture designate values for
the uncore performance monitoring facilities, which are available per C-Box. A C-Box
is Intel’s term for a unit in the uncore also called the coherence engine. It is responsible
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2.1 Implementing a Performance Monitoring Framework

for the interface between the processor core and the last level cache [xeo10]. Events were
counted by type and there are more available when considering individual umasks that
filter out specific sub-events. Intel itself speaks of 100 programmable event types [? ].
For AMD Bulldozer the second number shows the values for northbridge performance
monitoring.
To add to these possibilities Intel did also introduce so called "fixed-function counters".

These count event types that are present on close to all CPUs that implement these
counters, because they are intrinsic to the x86 CPU design and are often needed in
performance analyses. To not take up one of the few precious programmable counters
Intel invested 3 fixed-function counters that always count the same type of event and
can otherwise be used in a similar way as the regular programmable counters. The
fixed-function counters, which are available since version 2 of the Intel performance
monitoring facilities, have to be enumerated before they can be used to ensure that they
are available. The general facility to enumerate counters or to get details of the CPUs
performance counter implementation is by accessing the CPUID leaf 0Ah. This leaf
also indicates the version of the performance monitoring facilities and gives information
on the bit width of the counters and the number of counters available. Table 2 lists
the fixed-function counters that are defined for version 2 and 3 of the performance
monitoring facilities.

Event Name Description
Any retired instruction Counts all instructions that are retired and

not discarded because of failed speculationINST_RETIRED_ANY
Unhalted Core Clocks Counts the number of clock cycles during

which the CPU was not halted or in one of
its sleep modes

CPU_CLK_UNHALTED_CORE

Unhalted Reference Clocks Counts the reference clock, which is not
subject to frequency scalingCPU_CLK_UNHALTED_REF

Table 2: Fixed-function counters in current Intel architectures. Source: [Int11c]

A number of events are reoccurring on most processors and will not change between
core generations because they are intrinsic to Intel’s architecture concept. Intel decided
to declare seven such counters as architectural counters. These share the same event
IDs across all Intel cores that support architectural performance monitoring, and are
guaranteed to be available under this ID — if they are available at all. The availability of
these counters needs to be queried using the CPUID instruction just as described in the
previous paragraph. The actual fixed-function performance counters, mentioned there
as well, are also considered architectural, as their meaning is not changed over CPU
generations and because they can, just like the architectural counters, be enumerated
by the software. The available architectural counters can be seen in Table 3.
Retirement means that the instruction executed and the result was not discarded

because of false speculation. For branches this signifies that the branch was taken,
and not later discarded due to a wrong branching prediction by the processors branch
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2 A Measurement Framework for L4Re

Event Name DescriptionEvent Symbol
UnHalted Core Cycles Cycles that the CPU clock was running (not

halted)UNHALTED_CORE_CYCLES
Instructions retired Counts the number of instructions at

retirementINSTRUCTIONS_RETIRED
Unhalted Reference Cycles Counts the number of reference cycles when

the core was executing. The reference clock is
independent of the actual CPU frequency

UNHALTED_REF_CYCLES

Last Level Cache References Hits in the last level cache, includes
speculation and L1-prefetcher hitLL_CACHE_REFERENCES

Last Level Cache Misses Misses in the last level cache, include
speculation and L1-prefetcher hitsLL_CACHE_MISSES

Branch Instructions Retired Counts branch instructions at retirementBRANCH_INS_RETIRED
All Branch Mispredict Retired Mispredicted branch instructions that are

retired with the branch later not takenBRANCH_MIS_RETIRED

Table 3: Architectural counters in current Intel architectures. Source: [Int11c] Page 1141

predictor. The last event in Table 3 samples these branches that were taken but are
later discarded because they were mispredicted.
The description up until here already provides a glimpse into the complexity and

high hardware dependence of the performance monitoring facilities, even though most
of the details were only from strictly Intel CPUs of the past few years. It becomes
clear that these facilities need to be abstracted by an intermediate layer and be handled
transparently to the programmer using performance monitoring. He neither cares for
what counter register to program an event in nor the architectural delicacies of the
different versions of performance monitoring facilities. Checking the availability of the
counters that he wants to use is, due to the associated complexity, also not something
a user wants to performan manually. He should be able to use a simple, and straight
forward API that handles this initialization for him — a library that acts just like a
driver for performance monitoring.
I limit myself to Intel CPUs for this thesis because at the time of writing these were

the only recent CPUs available to me. While these only present a subset of the possible
performance monitoring techniques, they already introduce quite a lot of complexity
and the implementation will demonstrate the versatility of the library nonetheless.
The requirements I determined for this library are the following:

1. simple interface

2. check for availability of counters

3. choose the best counter type possible

4. allow monitoring of an application by another process
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2.1 Implementing a Performance Monitoring Framework

5. easily extensible to newer CPUs

The first of these goals is also the main reason to implement this library — to simplify
the usage of performance monitoring facilities. The library should check the availability
of counters, how many of them can be programmed, and their bit width upon startup
and handle this information transparently for the programmer. It should also try to use
the best possible counter, so that if a fixed-function counter exists for the same event
type this counter is used rather than one of the limited programmable ones.
Another feature that would be important and will be tackled by the fourth require-

ment, is to make the measured results available to other programs in a low overhead
fashion. This communication of the values is especially beneficial, if the evaluation of the
measured results is a more complex calculation. Using external evaluation of measured
data makes the actual instrumentation of an existing program easier by just requiring
the insertion of a sampling point. It would also be best, if other, non hardware counter,
performance and statistical data could be transmitted the same way so that only one
library is needed for instrumentation purposes.
The fifth point is a long term goal for the library. It should be designed versatile

enough that new architectures and performance monitoring techniques could be intro-
duced easily enough, and especially transparent for the user. The program should simply
compile with a new version of the library and then be ready for the new architecture. I
did not implement this in the library because I did not have an AMD board available for
testing. The structure of the library that I will introduce in the next section is versatile
enough to be adaptable without changes to the user API.

2.1.2 HAECER — A Generic Performance Measurement Framework

The most important part in this library is the external API visible to the programmer.
Making it easy to use, and at the same time also adaptable to the multitude of largely
differing performance counter facilities available, is a challenge. I did want an API that
is stable and did not require the programmer to rewrite the sensors and instrumentation
points in his application when a new CPU architecture is released and is included into
the library. All that should be needed is a recompilation — or even only a relinking
against the library. Still, the abstraction should not come at the price of a significant
runtime overhead or introduce too many additional events. The way to achieve this
goal is to remove all visible occurrences of concrete event numbers and registers from
the sight of the user of the library, but provide them to the library through its own
type that contains all the relevant information to execute fast reads on performance
counters. The functions should then only need this struct and be able to perform fast
and low overhead counter reads. The API described in the next section relies on such a
structure type.
I called my program HAECER because it will be used in the HAEC project for Highly

Adaptive Energy-efficient Computing (HAEC) and will contain a method to read energy
values. So HAECER is short for HAEC Energy Reader.
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2 A Measurement Framework for L4Re

2.1.2.1 Core Library Functionality

The library that implements the abstraction of the performance counter hardware has
an initializer function that detects the CPU type and vendor and from this deduces the
performance monitoring facilities available. This assumes that a CPU that implements
the CPUID instruction is used, which is valid for all x86 processors since the first
Pentium released back in 1993. It is a safe assumption to make that every CPU still in
use today supports the CPUID instruction.
If either no Intel CPU is found, or any other of the hardware monitoring detection

steps fails, the library will put itself into a disabled state. All function calls to setup
and management functions of the library will fail gracefully in this case
The CPU family and model are stored in the library’s internal management structures,

because they are used later on to select the correct event counters based on a list of
available counters for each CPU model. This list of counters is maintained in the form
of the so called event counter database and compiled into the library itself. The selection
of the correct counter is only performed at run-time. This run-time selection ensures
that the system can be started on any compatible core and continue functioning as
normal, as long as an event type counting the same event is also available on the new
architecture. More details on this can be found in the following API section on the user
API for the library.
After this initial detection routine the global structures of the library are initialized.

They indicate whether a counter is used or not and support an in principle unbounded
number of performance counters, only limited by available system memory.

2.1.2.2 Giving Applications Access to MSRs

Management of performance counters as well as the actual counters are practically
always implemented as machine specific registers (MSR). Because a number of these
MSRs are also controlling security and performance critical aspects of the processor,
access to them is generally reserved to code running at the highest privilege level
(CPL=0). In order for a program using the HAECER library to use the performance
counters it needs the ability to write to those MSRs to select events or perform actions
on the counters. They also need the ability to read them to retrieve the results of the
performance measurements from the programmable or nonprogrammable counter types.
Although the actual reading of performance counters via the RDPMC instruction can
be enabled for user level applications by setting the Performance Counter Enable bit
in CR4 machine register, the same is not possible for access to MSRs. Due to the
security implications of access to MSRs no flag to enable direct, unguarded access to
the WRMSR and RDMSR instructions is present on the processor. Further, RDPMC
will also not enable access to all performance monitoring registers. The energy counters
discussed later, as well as half of the Sandy-Bridge performance monitoring registers,
are not available via RDPMC according to the Intel manual [Int11c]. I see two possibil-
ities to enable programs with user level privileges to securely access the machine status
registers:

1. trap and execute the instructions

12



2.1 Implementing a Performance Monitoring Framework

2. implement a system call

The first option would let the program just use the instructions to access machine
status registers. As the CPU will refuse to execute them for a user level application
it will trap with a general protection fault. This fault could then be caught by the
kernel, and, depending on the register that was accessed, either the RDMSR/WRMSR
instruction is executed on behalf of the user program by the kernel. If the wrong register
was accessed the application could be forcefully terminated due to the protection fault.
This has, however, one major drawback. The policy on which registers are accessible by
an application would have to be implemented inside the kernel. Because, according to
generally accepted microkernel design principles, policies do not belong into the kernel,
but into userspace, this is not acceptable. The MSR access instructions could only be
executed by a governor enforcing the policy, but the kernel cannot reliably determine
what program executed the trapped instruction and decide if it was allowed to do so, or
not. This makes trap and execute difficult to implement in a security preserving way.
A system call, which can be guarded by a capability, is more versatile in this regard.

The MSR access capability might only be given to a server that provides access to the
MSRs to others and checks the machine status registers accessed by a client against a
white-list of allowed registers. This moves the policy enforcement into userspace and
restricts direct access to machine status registers to specific applications. Due to the
limited amount of time available I decided to leave out the filtering of the registers, and
only implemented a prototype version that hooks into an already existing system call.
The implementation of a capability and the corresponding policy enforcing userland
program is left for future work.
The implementation of the system call is based on a previous patch to the thread_object

class of the Fiasco kernel by Björn Döbel. This version was limited to specific MSRs and
I extended it to be able to access any number of machine status registers. The system
call that the extra functions were inserted in is called sys_thread_stats. By providing
specific parameters to the standard sys_thread_stats function in the UTCB, programs
can now either read or write a specified machine status register and return the result in
case of a read to the caller.
Because this implementation is only temporary, and will be replaced with a complete

API in time, a macro was used to wrap accesses to the modified system call. It automat-
ically chooses the correct parameters to pass to the sys_thread_stats function based
on its own parameters and provides a clean interface for the user. A version using an
MSR access server implementing policies or another way to access the machine specific
registers may use these interfaces allowing existing software to run seamlessly with a
new implementation.
While I access all performance counters for the majority of the remainder of this thesis

using this interface, it might improve performance to selectively access performance
counters that are available using the RDPMC instruction directly and not via the detour
through kernel mode.
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2.1.2.3 The API

There are basically two types of functions that are accessible to a user of the HAECER
library. Those that are used for allocating and freeing of the performance counters and
those that are inserted into the code to instrument, which provide the instrumentation
points. The former of these can take all the time they need to execute and are not
at all sensitive to execution time or introduced overhead. They are usually only called
during the setup phase of the application and should perform all the necessary checks on
counter availability, and perform efficient counter placement depending on the counter
type. Currently a separate setup function for each type of counter is used. The functions
available to set up the performance monitoring counters of the processor can be seen in
Listing 1.

PerfCounter setupArchCounter (ARCH_counter ctr , int f l a g s , char mask ) ;
PerfCounter setupFFCounter ( FF_counter ctr , int f l a g s ) ;
PerfCounter setupNonArchCounter ( event ev , umask um, int f l a g s , char mask ) ;

Listing 1: Methods to set up performance monitoring counters

void di sab leCounter ( PerfCounter ∗ c t r ) ;
void enableCounter ( PerfCounter ∗ c t r ) ;
void resetCounter ( PerfCounter ∗ c t r ) ;

void f r eeCounter ( PerfCounter ∗ c t r ) ;

unsigned long long readCounter ( PerfCounter ∗ c t r ) ;
void simultaneousReadCounter ( PerfCounter ∗ ctr , unsigned long long∗ bu f f e r ,

int count ) ;

Listing 2: Operations on performance counters

Counters can be disabled, enabled and reset to zero using the corresponding functions
detailed in the header file. This enables pausing the measurement and a later continua-
tion, and can be used to cumulatively measure a recurring function or part of a function
in a program without reading the counter value each time.
Freeing a counter is another feature that is needed. As counters are a limited resource,

they should be freed by an application as soon as they are no longer needed so that others
may access them. Even if they are multiplexed, which makes applications independent in
their counter usage, freeing them might be needed when different parts of an application
require different performance instrumentation and the number of available counters is
not enough to provide all these event types at the same time.
The last two functions, given in Listing 2, are the core of the actual instrumentation.

They can be used at any point in the instrumented program and provide a low overhead
way to extract performance measurements. The first function is the obvious solution for
reading a single performance counter and returns the counter value as a 64 bit unsigned
integer. The second function can be used when many counters should be read at once.
The advantage of this method is that the library is able to disable the counters all at the
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same time, yielding results that are closer together in time. It reenables the counters
again afterward, so this handling is completely transparent to the user. The overhead
of reading the counter, which is included in the measurements, is minimized using this
approach and fewer events are added to the counters due to the multiple readCounter()
calls.
These functions handle invalid performance counters gracefully. If the application

does not deal with failed counter setup there will be no negative side-effects by any of
the library calls. The read functions return minus one for failed counters and the other
functions just return without performing any action on the invalid counter item.

2.1.2.4 The Event Counter Database

The event counter database stores information on all known nonarchitectural perfor-
mance counters and is the heart of the library. When I started my thesis I only had
access to an Intel processor with a Westmere core and already knew that this would
only be temporary. Because of this the database was designed to be easily adaptable to
the Sandy Bridge core that was later used for most of the measurements in the thesis.
The database consists of a file that uses a number of preprocessor macros to build a
structured representation of the event counters that also holds the information on which
Intel cores the corresponding event is available. The counters are divided in so called
Event classes, which loosely correspond to individual functional units of the processor.
The database is written as a Class structure and can be used directly in C++. For
usage in C applications the header file is converted to a number of constants, which
can then be used in C files. The user does not need to care for what counter structure
to include, as this detection and selection is done automatically based on the language
used. The only relevant header file for the user is haecer/perfmon.h.
The database currently contains information for counters found in Intel Westmere

and Sandy Bridge processors, as they were available for me to test.
This concludes the introduction into the basic framework that can be used to instru-

ment all kinds of applications and that all the extensions that are discussed in the
following sections will use.

2.1.2.5 Evaluating the Performance Counter Implementation

normal without SMM
min 50 56
avg 58 56
max 316306 394

Table 4: Overhead of calling the RDTSCP instruction

The next step, before any measurements will be discussed, is to establish the cost of
the measurements and thus the overhead introduced by my instrumentation. There are
two aspects of overhead introduced that I want to highlight, and which I will come back
to when I extend the library. The first is introduced clock cycles. Each measurement
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takes time and this time can be measured. Of course, the measurement of time itself
also introduces overhead, but this overhead can easily be calculated by performing
two successive time reads. The difference between these reads should represent the
overhead introduced by measurement well enough. In Table 4 the overhead for reading
the timestamp counter, the method I choose for time measurements, is displayed. For
the left column the measurement was taken in a tight loop reading the TSC value by
using the RDTSCP instruction about ten million times.
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Figure 1: RDTSCP overhead over time

The left bars, which show minimum, maximum and average overhead, suggest that
the reading of a timestamp can take up to 310k clock cycles, which is equal to about
0.125 milliseconds on the measured 2.5GHz Intel Core i5 processor. This duration is
way too long for a simple read of the timestamp counter and the overhead introduced
by this would be unacceptable. The lower average did also suggest that those high times
between updates were isolated events. A recording of the individual time differences can
be seen in Figure 1. Each measurement point was a tuple (tsc1, tsc2) that was created
by two consecutive reads of the time stamp counter. The y axis is the value calculated
from tsc2 − tsc1, which denotes the number of clock cycles a single read takes. The x
axis displays the time of the second counter read tsc2 relative to the first data point,
which is aligned to zero. The x axis is in milliseconds, with the value calculated for the
2.5GHz Core i5 used in my measurements. It is clearly visible that the reading of the
TSC takes a significantly longer time about every 16 milliseconds. I tried eliminating all
possible causes for this by disabling all BIOS options possible, including the integrated
graphics chip, USB, the keyboard and other on board devices — only excluding the
network card used for booting, but not during OS runtime, and the serial port that
was needed to transfer measurement data — and even moved the measurement into
the kernel to rule out other side effects. None of these changed the outcome of the
measurement. This left only the System Management Mode (SMM) as the source of
the introduced "missing" clock cycles. This internal routine of the system, setup by the
BIOS at boot time cannot be easily disabled. It is responsible for managing overheating
protection, fan control and other recurring jobs that are not delegated to the operating
system because a failure to execute them correctly might lead to hardware failures.
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2.1.2.6 Avoiding System Management Mode

Although work on exploiting and reprogramming the system management mode exists
[BSD08][ccFW09], it was not feasible to implement this in my measurement system.
The effects of the system management mode further influenced the design decisions I
took when extending the measurement framework. For the overhead of the RDTSCP
instruction I decided to filter out the SMM influenced measurement results. These
filtered results can be seen in the right column of Table 4.
To not run into the same problem with system management mode in the future I

chose to employ the method to wait for an SMM to occur before each sampling. The
code to accomplish this can be seen as pseudo-code in Listing 3. This was placed before
every measurement and ensures that I definitely have just shy of another 16ms until the
next SMM occurs and skews the results again. As none of the measured code sections in
the microbenchmarks in the section exceeded those 16ms the results are not influenced
by system management mode overhead.

curTSC = readTSC
do

oldTSC = curTSC
curTSC = readTSC

while ( curTSC−oldTSC < 100000)

Listing 3: Pseudocode for synchronization to SMM

The 100000 clock cycles as a threshold seen in the listing was chosen based on expe-
rience. The System Management Mode took always approximately 300-400k cycles.
Because this time is usually significantly longer than the dozens to hundreds of cycles a
RDTSCP takes, a good measure would be to filter out all results larger than a hundred
times the arithmetic mean. The relation between SMM duration and the frequency of
its appearance (always less than 1 in a million measurements), guarantees that this only
filters large effects such as the SMM and not the normal jitter in RDTSCP duration.

2.1.2.7 RDMSR vs. RDPMC Overhead

The graphs in Figure 2 display several performance characteristics of the library. The
time overhead for reading performance counters either via the machine status register
(readCtr) or directly from userland with the RDPMC call (RDPMC). Additionally the
overhead for the simultaneous reading of multiple counters is displayed for each reading
method (sim*). For each method to read the counters four bars are given with the
leftmost representing the reading of a single counter and the rightmost displaying the
overhead of reading four counters successively. Each bar has three values presenting,
from bottom to top, the minimum, average and maximum introduced overhead. They
are stacked in that the average part is the additional time overhead for the average case
over the minimal case.
As can be seen reading of counters is significantly faster when RDPMC can be used.

In the same time that three counters can be read successively, four of them can be read
simultaneously. The simultaneous version of reading performance counters is always

17



2 A Measurement Framework for L4Re

rea
dC

tr

RDPMC

sim
Read

Ctr

sim
RDPMC

0

2,000

4,000

6,000
2us

O
ve

rh
ea

d
[c

lo
ck

cy
cl

es
]

Figure 2: Performance counter reading overhead

slower, because it needs two additional accesses to machine status registers to enable
and disable the counters at the same time. These actions are always accesses to MSRs
and cannot be performed from userland. The influence of these two accesses can also
be seen in the graph where a reading of three successive counters takes about as long as
reading a single counter using the simultaneous reading mechanism. Because of this the
simultaneous reading of performance counters is always slower than the corresponding
successive readings, and should only be performed if it is important to have all counters
stop and start counting at the same time.
Even though the RDPMC instruction is significantly faster than the RDMSR version,

as it is not inflicting a switch to kernel mode and back, it does not support all types
of counters. Especially the energy counters, which are important for my work, are not
accessible using this more efficient method.

2.2 Ferret for L4Re and HAECER

In my initial analysis of the requirements of the library, point four mentioned a method
to communicate results to other processes. This communication is desirable not only to
avoid implementing complex analysis logic in the program that is instrumented, but may
also serve to record a history of events and adapt hardware configurations according to
the past behavior of the application and its past history of performance events. These
performance events can not only be generated by hardware as low level events like the
ones described in the previous sections, but may also be generated by an application
itself indicating certain behavioral patterns that are specific to the application. Because
of this, it is important that a universal communication layer exists to bring hardware
and software events alike to a monitoring process. This layer should introduce as little
overhead as possible to not further disturb the actual program that is measured.
As was already mentioned in the related works section of this part, there already

exists a low overhead framework for communicating software performance data across
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processes. It is called Ferret [PDLD06] [Poh10] and was developed by Martin Pohlack
in 2006 for the L4Env software environment as part of his PhD thesis. It offers a way
to instrument a system without requiring any system calls and as such costly kernel
entries at runtime and provides continuous monitoring for several different application
types with only one mechanism in all places enabling the collection of all monitoring
data with one framework [PDLD06].The ferret framework also features sensors that
provide automatic aggregation of measurement results, reducing the amount of data
transferred between programs, and with this the associated overhead.

Ferret is exactly the type of application that is needed to communicate instrumented
performance results, and, because it can also be used independent of the performance
monitoring framework, it is also suitable to collect software performance events. The
low overhead makes it the perfect fit for the goals of low intrusion performance counter
monitoring.
L4Env was the previous user level environment available for the Fiasco microkernel

and has since been superseded by the now current L4Re. The newer L4Re is a capability
based system and because of this a part of the functionality of ferret had to be ported
to the new system. For example, communication between processes is now guarded by
a capability and only programs that have the capability to a communication channel
may access it. Most of the porting work that consisted of translating the primitives
from L4Env to equivalent mechanisms in L4Re had already been done by Björn Döbel,
however, no extensive testing had been performed. During my integration I found a bug
in the translated code that I had to fix to make ferret perform as expected.

2.2.1 Modifications Needed

While integrating the ferret monitoring framework into haecer three bugs were dis-
covered in the list producer and sensors. The implementation assumed that a list would
only consist of _num_elem list elements of size _elemsize. But this was incorrect
because ferret performs optimizations like alignment to cache lines inside the list
structure and this alignment space was not respected in the calculation of the required
space.
The original equation for the amount of space needed to store a list calculated a lower

amount of required space and thus access of the last elements of the list would overflow
into unallocated memory. Because, depending on the page layout of the buffer, this
might not lead to immediate page faults the error was quite difficult to track down and
mostly lead to malformed values inside the list. Lists also contain a header that provides
a per list element index element and global header data, including pointers to the next
element to be written or read. When the list’s buffer wrapped around it would overwrite
these pointers and make the future handling of the list exhibit random behavior. This
resulted in wrong values being read or written with no effect. I developed a patch that
fixed the issues and that enables normal list operations again.
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2.2.2 Integration into HAECER

In the interest of both easy instrumentation and high performance, I decided to directly
implement access to ferret into the HAECER measurement framework. To enable
ferret integration additional steps have to be undertaken during initialization of the
library, which are completely transparent to the user. The library needs to acquire the
ferret capability on startup, which is needed to communicate with the server and map
the shared memory. If it fails to aquire this capability it behaves as if it was compiled
without ferret support.
Because the use of ferret introduces a slight amount of overhead during measure-

ments there is a compile option that guards whether ferret may be used or not. It is
only compiled if the constant USE_FERRET is defined. If the constant is not defined the
lighter functions without ferret support are used. The integration of ferret only
works if both the library and the application are built with ferret support. Functions
that setup ferret return a failure if the library was compiled without this support and
the measurement functions do not incorporate methods to communicate the results. A
mix between a library and a program, where one is ferret enabled and the other is
not, is generally handled gracefully with no side effects.
A performance counter can be attached to a ferret monitor by calling the function

int setupFerretMonitor(PerfCounter *ctr, uint16_t major, uint16_t minor).
This function creates a new ferret monitor that is currently fixed to a buffer of 3000 list
elements. This may be extended or made configurable by a simple change to the setup
function. The parameters major and minor describe the identification information for
the monitor, which can be used by the application that consumes the events produced
by the instrumented program. By providing the consumer application with these major
and minor numbers it attaches to the same shared memory region and is able to extract
the data from this buffer using all facilities provided by ferret. A pointer to the new
ferret object is stored in the PerfCounter structure for fast access when performance
data is written. The function returns the return value of the ferret_create() function
and the user of the library should check this return value to be sure that the attachment
process has succeeded.
Whenever a readCounter() or simultaneousReadCounter() operation is performed,

in addition to returning the read values they are also written directly into the shared
memory buffer. They use the data64[] field of the ferrret_list_entry_common struc-
ture. The first element of this array is the value that has been read. The second value
is the ID of the performance counter. This can be used to determine what counter
the PerfCounter is associated with, but applications may not rely on this as it may be
counter specific. Instead each counter should be attached to its own monitor. The third
64 bit field contains the UNIX timestamp of the measurement. While ferret itself
also timestamps data that is inserted into the buffer, this timestamp can be regarded
as more precise, because it is taken as close as possible to the actual measurement.
If there is no monitor attached to the performance counter the additional overhead

is as low as a pointer comparison for NULL for a ferret enabled library. On a library
without ferret support the only change by this extension is the addition of two fields to
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RAPL_PKG The whole CPU package
RAPL_PP0 The processor cores
RAPL_PP1 A specific device in the uncore
RAPL_DRAM* The DRAM domain of the processor

Table 5: Measurable power planes available in Intel processors, [Int11c]

the PerfCounter structure. This prevents the optional ferret features from disturbing
measurements in non-ferret applications scenarios.

2.3 Introducing Energy Counters

There are at least two ways to measure a system’s energy consumption. The first method
is to externally instrument the whole system. The board and all the hardware that is
to be measured needs to be outfitted with measurement points and then be attached to
power meters that have a sufficiently high sample rate to capture as fine granular events
as possible. Then these power meters need to be read by a computer, and their values
must be mapped to individual sections of the code using a synchronization mechanism.
The other possibility is to use the so called Energy Counters. These performance

monitoring events, which are available in the Intel Cores, starting with Sandy Bridge
[Int11c], as well as AMD processors, starting with Llano [AMD11], allow online power
metering directly in the CPU. For Intel processors these facilities are called RAPL
Counters, and I will make use of them in this thesis, as an Intel Sandy Bridge CPU
was the platform available to me for my work. The acronym RAPL stands for running
average power limit, and can be used to measure the power consumption of individual
components of the processor. I will focus this section on implementing support for these
hardware counters. I will compare these counters to external hardware measurements at
the end of part A and detail the difficulties in instrumenting and measuring a complex
system correctly.
With the Sandy Bridge processors, which were introduced in January 2011 [Int11b],

Intel delivered its first x86 processors that provided a facility to measure energy directly
on chip. For these RAPL facilities on the processor die, the energy measurement mecha-
nisms are only a by-product of the power limiting facility. As the name implies this part
of the processor hardware can be given a power envelope in which the processor must
stay. The RAPL facility calculates the average energy consumption over a user defined
time window and throttles the processor should it exceed this limit. The throttling
aspect of the RAPL facilities was not further pursued in this work.
The measurements update an energy register in the processor, which is exposed to

software solely as a machine status register, and not readable via the RDPMC instruc-
tion. Three to four of these energy registers are available for the different power planes.
An overview over them is given in Table 5. The power plane marked with the aster-
isk (*) is only available on newer generation server processors of the Intel Xeon brand.
No such processor was available during the development of the HAECER library and
because of this it was not implemented.
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The counters calculate the energy consumption continuously, but only update the
energy register every millisecond. The value of the registers is always increased by
the amount of energy consumed since the previous update. The registers unit of mea-
surement is joules and it is multiplied with a fixed multiplier that can be found in a
configuration register that is available for each RAPL domain.
In principle the RAPL energy counters are just another form of performance counters,

and as such fit perfectly into the design of my HAECER library.

2.3.1 Extending the Library for Energy Counter Support

The HAECER library was extended by two additional functions to make energy coun-
ters available to the userland. These can be seen in Listing 4

PerfCounter setupEnergyCounter (RAPLCounter type ) ;
double getEnergyUnit ( void ) ;

Listing 4: HAECER functions to support energy monitoring

The first function is similar to the other setup functions that exist for general pur-
pose function counters, but it takes less parameters. Energy counters are a lot less
configurable than traditional performance counters They count continuously and can be
neither reset, nor enabled or disabled. They also count independently of whether the pro-
cessor is executing in user or kernel mode. All these features would have to be simulated
in software to make them available to user programs. While such a simulation is entirely
possible, it was not needed for my measurements, and, because of this, is left for future
work. The second function is essential to retrieve the unit of the measured data. The
double value returned needs to be multiplied with every measurement result obtained
by a call to the general purpose readCounter() and simultaneousReadCounter*()
functions. Calls to enable, disable or reset the energy counter have currently no effect
on the readings.
Like all other performance counter types, energy counters can also be attached to

ferret sensors. The semantics of the measured data is the same as described in the
previous section on ferret. Nevertheless, there is one aspect that differs from the
other counters. For energy counters, the second byte in the data64[] payload array
of ferret list entries is the exponent to the unit calculation. The energy in joules is
calculated by ectr · 2−x where x is the value returned in this second array field. The
result of the equation 2−x is also the value returned by the getEnergyUnit() function.

2.3.2 Evaluating the Energy Counters

The first step in evaluating the new energy counters was to determine how reliable the
update interval is. Because the update interval of 1ms takes approximately 2.5 million
clock cycles, the measurement resolution is quite coarse grained for sampling short time
events such as locks or individual parts of the decoding process of a frame in a video
decoding application.
The results of such a measurement can be seen in Figures 3 and 4.
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Figure 3: Analysis of energy counter update behavior (update distance)

The first of those figures shows the time between individual updates of the counter.
This has been measured by continuously reading the counter in a tight loop and taking a
timestamp each time a change in the counter value was observed. The left figure shows
the difference to the previous TSC timestamp in clock cycles for each of the individual
samplings. While there are only 500 samples displayed the general trend is the same
over longer time periods. As can be seen updates tend to come in before the 2.5 million
cycle mark, which corresponds to a millisecond on our processor, but on average come
at an interval of 2499394 cycles, which is just below one milliseconds. On the right
part of the graphics the effects of system management mode can be seen again. When
interrupting the measurement loop right before an update is detected, the SMM inserts
its approximately 310k cycles. The update appears to come late, but because it had
actually happened earlier but was not detected, the next updated appears to come early
effectively canceling out the effect. This can be seen by the negative spike that directly
follows a positive one. Depending on when exactly the update happens, an effect of
synchronization between update and SMM interval can be witnessed, leading to the
decrease in the effect over SMM intervals that can be observed toward the end of the
graph. Such a spike comes at about every 16 energy counter updates, when the SMM
interval is in sync with or close to the energy counter update interval. In the beginning
of the figure, the two are not in sync and are synchronizing up until the first spike can
be seen.

The Figure 4 displays the amount of cycles the update was away from the exact
millisecond mark. The values are relative to the average update point and not relative
to the previous update seen. For convenience a line was inserted that shows the mark of
20us, indicating that the result was 2% too late or too early. All updates, except those
where the measurements were influenced by the system management mode fall inside
this time-frame. Here the effect of SMM is not canceled out, because the next update
would not be expected later, but to still be on time. Because of this, only the upper
part of the anomaly can be seen in Figure 3.
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Figure 4: Analysis of energy counter update behavior (1ms mark)

2.3.3 Trying to Improve Counter Resolution

The one millisecond resolution of the power metering facilities is too coarse grained to
capture shorter events. According to the Nyquist-Shannon sampling theorem [Sha49],
only effects with a frequency of more than twice the sampling rate will be reconstructable
from the sampled data. With a sampling rate of 1KHz the energy counters only allow a
reconstruction of signals with a frequency of less then 500Hz, meaning that any signal
that has an amplitude of less than two milliseconds is not guaranteed to be reconstructed
correctly.
The illustrations in Figure 5 demonstrate the problem. The black function in the

left graph, which displays the energy characteristic of a workload that has a runtime
of only 0.8ms then 0.6ms idle time before it runs again for 0.8ms, is to be sampled at
the points indicated by the triangles. The squares indicate the points when the energy
counter is updated. These later points are strictly in 1ms intervals. When a sample is
taken, the value that is read is the energy value at the previous sampling point. The
resulting function, which can be recreated from the measurements, is shown in red in
the right graph. This happens because, although the sampling captures the correct total
energy consumption, it can only capture this data for the whole 1ms interval. The area
under both graphs is exactly the same, but the consumed energy cannot be correctly
attributed to the relevant parts of the program. If we now try to reconstruct the function,
by assuming that the energy consumption between our measurement points would be
exact we get the dashed function in the left graph of Figure 5. The total measured
energy consumption is lower than the actual one, because the sampling points are not
corresponding to measurement points. The lower energy consumption that can be seen
in the original diagram is not visible in the measurements.
The problem can be divided in two parts. The first part is that the start of a measured

block will not necessarily fall together with the time the energy counter is updated. This
leads to a miscalculation of the start energy value. As the energy counters are always
increasing this leads to the lower value of energy consumed in the counter register than
what has been used before the start of the measurement. When we now sample our event
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Figure 5: Sampling a short time event at 1ms intervals

at the end of the measurement period, even assuming this falls precisely on the point
of a counter update, the value we calculate from the differences is not the amount of
energy consumed in the measured time period but in the time since the previous update
plus the time period of the measurement. The following equations should illustrate the
problem

rt=2.4 ms = et=2.0 ms
rt=3.0 ms = et=3.0 ms
rtotal = rt=2.4 ms − rt=3.0ms = et=3.0ms − et=2.0 ms
etotal = rtotal−(et=2.4 ms − et=2.0 ms)

The variables rt=x are the read energy values at time x, the variables et=y stand
for the energy that was consumed at point y. The first two equations show that the
read energy is always that of the previous full millisecond. When the total amount of
energy is calculated, it contains the energy consumed between t = 2.0 ms and t = 2.4 ms,
distorting the result. The real amount of energy, etotal cannot be calculated, because
the bold part of the equation cannot be measured using the energy counters.
This part of the problem is the simplest to solve. It can be taken care of by waiting for

the energy counter to update as soon as a measurement is started. While this introduces
energy consumption, it is not added to the measured part, because the additional energy
is only consumed before the measurement point, and because of this included in the
measurement of the energy before the start of the instrumented function. The only
aspect that is changed is to move the start point of the function to be measured into
the future, to sync it up with the actual update of the counter. In the left graph in
Figure 6 the dashed lines represent the time introduced between the start signal of the
measurement (triangle) and the actual update point of the counter (square). The energy
level is arbitrary, as we don’t care for it. This effectively eliminates the bold part of the
previous equations.
The second problem is more delicate. At the end of the measurement, another sample

needs to be taken and this often is also not at the point of a counter update. The obvious
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Figure 6: Counter synchronized measurements

solution, of also introducing cycles until the energy counter is updated again changes
the amount of energy that is consumed during the measurement interval. Because
both executing instructions, or even only waiting for the update, consumes energy that
is measured and thus influences the result. The key to the solution here is to insert
instructions that have a known amount of energy consumption and count them. By
including this feature in the framework, as is shown in the right graphic of Figure 6, we
are able to calculate the energy consumed by the following equations.

rt=1.6 ms+0.4 ms = et=2 ms
rt=2.4 ms+0.4 ms = et=3 ms−(et≥2.8 ms∧t<3 ms)
rtotal = rt=2.0 ms + rt=2.8 ms = etotal

The bold part in this equation is the part that must be known to improve the counter
resolution. If we take the timestamp at the end of the instrumented section, and at the
time we seen an update in the energy counter, we know the number of cycles executed
during this time. When we know the cost of one such cycle (on average) the total amount
of energy consumed during the introduced time period is know and can be inserted into
the calculation.
The obtained measurement graph, with the introduced delays again displayed as

dashed lines, can be seen at the right side of Figure 6.

2.3.3.1 Implementation

The main difference to the other performance counters is that we now need additional
functions to tell the start of a measurement and the end apart. I introduced the functions
in listing 5 to serve these purposes into HAECER.
void startEnergyRead (RAPLCounter ) ;
double endEnergyRead (RAPLCounter ) ;

Listing 5: Functions for precise short time measurements
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2.3 Introducing Energy Counters

When a short section should be instrumented, the start of this section is marked by the
startEnergyRead() function. This function returns no value but just synchronizes exe-
cution to the energy counter updates, as described in the paragraph on the first problem
in the previous section, and stores the current counter value internally. The synchro-
nization to the energy counter is achieved by continuously reading its value until it is
updated. Once the section to be instrumented is finished, the endEnergyRead() func-
tion is called and returns the energy consumption during the runtime of the part of the
program that is executed between the two function calls. As discussed before, the later
function needs to execute instructions of known energy consumption until the update to
the energy counter register happens. To detect such an update, I repeatedly read the reg-
ister until it changes. Timestamps are taken at the start of the endEnergyRead() func-
tion (tendStart) and once the update to the energy counter has been detected (tdetected),
and the time spent is multiplied with the energy cost per clock cycle of looping over
the register (teP erT SC). This energy is then subtracted from the energy difference of the
two readings, yielding the net energy of the measured function. The values returned are
already in joules. The following equation documents the calculation.

etotal = estart − eend − (tendStart − tdetected) ∗ eperT SC

To know the cost eperT SC an additional calibration was added to the initialization of
the library. Here the first update of the energy counter is detected and timestamped.
Then the counter is continuously read until the next update and timestamped again.
The difference of the two measured energy values divided by the difference of these two
timestamp counter values comprises the cost for looping over the energy counter per
clock cycle. The calculation formula is as follows:

eperT SC = eend−estart

tend−tstart

2.3.3.2 Analysis of Results

To analyze the quality of the results obtained by these short time measurements I
benchmarked the library. The first run was performed to get a comparison result.
The system was fed with load comprised of looping over the gettimeofday() function
for 10 seconds. The energy consumed during this time was recorded and used as a
reference. This measurement was not taken using the previously described method,
but by reading the energy value directly. Only a synchronization of the start of the
measurement was performed. Even if the measurement was up to 1ms away from the
next sampling point (worst case scenario), due to the duration of the whole measurement
this would only cause an error of 0.01%. This was then used as a reference to read the
same load pattern with a steadily reduced load time. The smallest measured time was
1 s. The deviation from the expected result, which is the corresponding part of the
reference energy, was recorded. However, this measurement yielded no useful results.
The measurements resulted in estimated negative energy consumption, suggesting that
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the energy consumed during the one millisecond interval was less than the cost for
looping over the counter.
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Figure 7: Energy counter benchmark for changing load/idle in one ms interval

The results show that the precision is not increasing for measurements shorter than
1ms. The reason for this may be that the precision of the energy counter is not high
enough. A further example illustrates the problem with the counter precision. When
dividing the 1ms measurement interval into n percent of idle time and 100− n percent
of loop time the energy consumption should see a straight linear curve between the
minimum and maximum points. But the benchmark showed the results shown in Figure
7. The x axis is the ratio of time spent idling in the 1ms interval and the y axis shows the
energy consumption in watt for this one millisecond. The blue dashed line is the expected
result — a linear correlation between the energy spent when only idling and when only
looping. Instead, the energy fluctuates highly between the measurements. While it
will not go significantly below the base energy spent when only sleeping, the measured
values fange from just below the base line to a maximum value that is decreasing with
the increase of idle time.
The red line is a bezier curve over the data points, and shows the approximate average.

It is close to the expected line, showing that the counter is correct on average, but a
single value fails to provide enough information to facilitate short time measurements.
To measure short term events, we have to repeatedly measure their energy to aver-

age out the fluctuations. For short term events that are not easily reproducible in a
microbenchmark or for online measurements of short events, the fluctuations prevent
precise measurements results.
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3 Evaluating the Energy Counters

Now that an implementation that enables me to measure energy exists, I performed
example benchmarks that generate different CPU loads and microbenchmarked indi-
vidual instructions to test the possibilities of profiling applications with the help of the
HEACER framework.

3.1 Examples of Different Loads

The first example is the difference between the load and idle case of a CPU. The idle
case is represented by the sleep() function, whereas CPU load was simulated by a
continuous read of the time using the gettimeofday() function. The graph in Figure
8 shows the data that has been retrieved by a function that samples a one second load,
one second idle pattern. The measurement thread sampled the data every 100ms. The
benchmark was executed on the Core i5 Sandy Bridge processor with a clock frequency
of 2.5GHz. All benchmarks were performed with only a single core active, unless noted
otherwise. Available system memory was 8GB but limited to 3GB due to the 32 bit
version of Fiasco being used. Features such as frequency scaling or hyper threading,
which could influence energy measurements, were not enabled.
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Figure 8: Energy difference of between load and idle (10Hz sampling freq.)

The graph displays each of the three power planes available on the processor, with
the PP1 plane barely visible at the bottom. The individual sampling points of the
measurement thread can be identified by the x marks, and the circle marks identify
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Figure 9: Energy difference of between load and idle (2Hz sampling freq.)

the point in time when the measured thread changed from idle (sleep) to load. If the
sampling frequency is reduced to half the frequency of the load/idle cycle the data seen
in the graph in Figure 9 is measured. While the actual graph is recognizable, the pattern
is way more sawtooth like than rectangular.

The y-Axis shows the energy consumed since the previous counter read. Because
of this, the consumed energy in the second figure is approximately five times as high as
in the previous figure. The values need to be converted to watts to have a measure that
is independent of time.

I further measured energy usage data on individual instructions. They were executed
in a tight loop 750 million times and statistics like the number of clock cycles needed
for the instruction and the energy per clock cycle are displayed in Table 6. The first
entry shows the overhead of the measurement loop, which can be subtracted from all
the following values to get the net data. An energy per TSC value, although it can be
calculated is not meaningful, because the TSC count only refers to the overhead loop in
which no instructions are executed. Subtracting the Energy per TSC from other values
will yield skewed results.

One result that can be seen is that longer executing instructions tend to have less
energy consumption per clock cycle. While these microbenchmarks are interesting, they
do not have much value in real world applications. In such applications the context an
instruction is executing in is most important, as cache hit/miss ratios, prediction and
prefetching techniques by the processor, and memory throughput play a major role in
the actual energy consumption caused by an application. As such, these measurements
are also highly specific to the processor on which they are taken.
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Instruction Duration (Clocks) Energy Energy per Clock
[Overhead] 0.00016059 0.045pJ n/a
MOV EAX,EAX 1.57812686 5.136nJ 3.2533nJ
AND EAX,EAX 1.57811981 5.139nJ 3.256nJ
MOV EAX,ECX 0.52611966 2.011nJ 3.822nJ
DEC EAX 1.57812006 5.152nJ 3.265nJ
BSWAP EAX 1.57826240 5.140nJ 3.257nJ
RDTSC 44.18880477 141.071nJ 3.1924nJ
ADD EAX,1 1.57837791 5.135nJ 3.253nJ
RCL EAX 3.25062335 11.051nJ 3.399nJ
MFENCE 52.47508494 157.51nJ 3.002nJ
ADDPD XMM4,XMM0 4.75165067 14.943nJ 3.145nJ
MOV EAX,mem 1.35946055 4.978nJ 3.662nJ

Table 6: Energy and execution statistics for individual instructions

3.2 Alternative Ways to Measure Energy

Besides using the Intel energy counters that are embedded into the processor, there is
also the possibility to perform energy measurements on the power supply or the board
level.
External measurements of the platform have a number of advantages over the Intel

power metering facilities. They are able to not only capture the power consumption of
the processor itself, but can measure any point where means to insert a power meter
exist. This extends measurement to RAM, disks, peripherials, and plug-in cards, giving
unpreceded detail in the measurement of the distribution of power on a board that is
under load. This, however, comes at a price. I did not venture into instrumenting
a board myself, but used a prototype made available to me by the Center for High
Performance Computing (ZIH).

3.2.1 Challenges

The first idea of just cutting some cords and inserting some cables to instrument the
system is, although easily executed, problematic on many levels. At first direct measure-
ment of power, meaning a simultaneous sampling of current and voltage, can often only
be performed by devices with a low time resolution. Even the most expensive devices
like the ZES LMG 450 or 550 only support a sampling rate of up to 20Hz. Other
high resolution devices like the NI-PCI 6255 can provide sampling rates as high as 200k
Samples, but have two shortcomings. First, they are only able to measure voltage. For
measurements of current to be exact a high precision shunt has to be used. The volt-
age that is seen on this special type of resistor can then be registered by the card and
the correct current can be calculated by the application of the I = U/R formula. The
second problem is that it is not possible to sample two sensors, one for voltage and one
for current (via a shunt) at exactly the same time.
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3 Evaluating the Energy Counters

While the application of a measurement resistor seems easy for normal electronics
applications, it is nowhere as simple for high precision microelectronics, where stable
voltages and currents are of paramount importance. For precise measurements and
especially for measurements of extremely short time periods, the simple resistance of
the shunt is not enough for a correct calculation of the current. The transition resistance
also starts being increasingly important the more precise the measurement is supposed
to be.
The ZIH is currently in progress of instrumenting a measurement board by inserting

instrumentation points into the layout of the board, between voltage converters and
other components. But even the shortest introduced wire would cause the board to
no longer boot. Because of this there are non invasive measurement methods that
are currently explored. They involve measuring the electromagnetic field around a
conductor and do not exhibit the problems of introducing resistance into critical energy
supply paths of the board. But this process is time consuming and the instrumentation
itself is extremely expensive. Because of this no such instrumented board was available
at the time of this writing.
Another problem that occurs with all methods of external measurements is the syn-

chronization to the individual parts of the program. Timestamping introduces the
problem of synchronization between the clocks of the system being instrumented and
the system taking the measurements. Just measuring directly on the system being
instrumented only solves part of this problem, as the latency of the measurement still
leads to an offset between getting the measured data and the time the measurement
was taken. It further introduces another problem: The instrumentation itself consumes
energy. Especially with high sampling rates this amounts to a nontrivial amount that
significantly influences the real energy consumption of the system. Because of this,
measurements taken by another computer or other external recording device are still
the best options to get results that are as precise as possible.
But all external measurements exhibit another problem that is caused by the the large

amount of capacities built into a modern mainboard. These capacities essentially act
like a low-pass filter, smoothing the measured values and leading to delays between the
start of an observed high power event and the time the higher power consumption is
visible on the measurement point. They also lead to the effect that higher sampling rates
may not yield higher resolution results, as short peaks are absorbed by the capacities in
the board.
To evaluate these concerns and compare the results of my RAPL measurements to

external measurements, a first crude implementation of a measurement setup was pro-
vided to me by the ZIH.

3.2.2 Comparing the Energy Counters to External Measurements

The measurement setup provided by the ZIH staff consisted of an instrumented Intel
Xeon E31280 CPU running at a frequency of 3.50GHz. The board contained one CPU,
and of this one CPU a single core was used. Hyperthreading had been disabled in the
BIOS as have been all power saving mechanisms. The instrumentation was inserted
between the mainboard and the PSU by inserting a shunt in the 12V rail. This shunt
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was then measured using one of the voltage probes of the NI-PCI 6255 data aquisition
card. It is important to note that this 12V rail supplies power not only to the CPU but
also the the RAM, which cannot be easily seperated from the CPU power consumption
using this setup. This setup is different from the data measured by the RAPL counters,
which, for the package counter, only contain the power for the memory controler, which
is contained in the CPU, but not the power supply of the memory itself.

The data acquisition card was plugged into another measurement computer that had
the software reading the values running. This software could be instructed by a library
to start the measurement and write its data at 200k Samples per second to a local
buffer. The library communicated with the measurement server over the network. Once
the measurement was finished the data could be acquired from the buffering computer
over the same network connection. The data points consisted of a Unix time stamp
that indicates the time of measurement and a measured energy value in watts. The
individual data points were exactly 5us apart, indicating the correct sampling rate of
200k samples per second.

This setup was used to run the load/idle test, which was described before in the
measurement section, on the Intel Xeon processor. The data captured by the data
acquisition card and the data of the RAPL counters were both recorded. They were not
synchronized but this was not needed as the main goal was to get a quantitative result
on the accuracy of the RAPL counters versus that of the external measurement card.

Figure 10: External measurement of load idle case
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The graph in Figure 10 is the result of this measurement. The red measurement data
is the raw data captured with the NI-PCI 6255 card. The 100SW an 1000SW values
are the values averaged over a sliding window of 100 and 1000 values. The purple curve
are the RAPL measurements taken at the same time. The RAPL values have been
converted to watts for better comparability.
The figure shows two interesting aspects. The first is that the measurements have

a high variance between the individual data points. While the load/idle cases are still
visible it is unclear what the actual power consumption during these cases is. The sliding
window averages indicate that there are only few data points in the higher range, and
quite a lot in the lower range of each bulk of measurement points. A zoomed in view
on one of the load and one of the idle cases is shown in Figure 11. The figures show
the deviation from the average in each case. The whole peak was averaged and the
deviation of each value from this average is plotted. The same was done with the idle
region.
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Figure 11: Deviation from average energy consumption. Zoomed in view of load (top) and idle
(bottom) cases of the external measurement.

The distance of the spikes is about 16 milliseconds. The spikes are clearly visible
above the noise that is usually within +/-30% of the average power consumption. This
happens independent of whether the CPU is under load or idle. This fits perfectly well
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with the interval of the previously observed system management mode, which now also
manifests in the external measurements. With the average power consumption of 10.7W
if the system is idle, and 25.2W when it is under load, the peaks amount to an additional
31W in the idle and 23.4W in the load case.
An even more zoomed in view of the spikes can be seen in Figure 12. A detailed

analysis of a program would have to filter out these noise functions.
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Figure 12: High detail view of SMM energy on low (left) and high (right) power cases

The remaining noise that is +/-30% of the power level in the idle case and +/-20%
in the load case makes a correct analysis difficult. This noise may have different roots.
Causes of error may be the assumption that the voltage on the 12V line is constantly
and exactly 12V, or imprecise measurements on the shunt. Another source of the large
variation in measurements may be that parts of the CPU are clock-gated often leading
to this fluctuation. But then the idle measurements should not exhibit this behavior
making this error source unlikely. Further measurements are needed to determine the
precision of the instrumentation.
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4 Summary

In this part of my work I have shown different ways to measure the energy consumption
of a computer system. After having implemented a performance monitoring system for
L4Re, I extended this system with support for energy monitoring and result communi-
cation. I then evaluated the implementation using simple examples.
Whereas the internal performance counters yielded usable results, they were limited

in two aspects: time resolution and the devices they can capture. They were further dis-
turbed by events like system management mode. I showed that I can reduce the influence
of system management mode on these measurements, even removing it from measure-
ments shorter than the SMM interval. The time resolution could not be improved and
I showed that the reason for this is the instability of measurements of loads that vary
significantly in the 1ms measurement interval.
I further tried to mitigate the missing ability to measure devices other than the CPU

by measuring power consumption externally in high resolution, with the help of the
Center for High Performance Computing (ZIH). While these results showed a high vari-
ance in the measurements, a part of this variance is caused by the system management
mode recurring periodically and can be filtered out. Other variances may be caused
by measurement inaccuracies and need further investigation. The high precision that
the system management mode interrupts were resolved with is promising good results,
although they are skewed by the low pass filter characteristics of the board.
The implemented library gives users of a system the possibility to instrument appli-

cations and generate profiles of system components. I will use these capabilities of the
system to propose an energy model in the next section. This energy model relies on the
features provided by the library and needs detailed application and system component
profiles.
While the instrumentation I implemented can still be improved by a better use of

RDPMC and might still need some adaptations for other architecture’s performance
measurement facilities, the introduced API is versatile enough to enable this. Because
the library suited the needs for this thesis no such enhancements were implemented and
they are left for future work.
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Part B

A Novel Approach to Energy
Modeling
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1 Related Work on Energy Modeling

There is an extensive body of related work in the area of energy efficiency for systems.
Energy modeling in particular is a topic on its own and discussed in papers by Snown-
don [SPH07] or Bellosa [Bel00]. They recognize that energy models, and scheduling
algorithms based on them, that are purely based on race to idle, or on constant execu-
tion at low powers, are not enough to accurately determine the best operation point for
energy-efficient computing.
In their survey paper on advances in Time/Utility real-time scheduling Ravindran,

Jensen, and Li give an overview of scheduling mechanisms for various kinds of Time/U-
tility Functions [RJL05b]. The work of Wu, Ravindran, Jensen and Li [WRJL06] is
cited as a new approach for modeling energy aware Time/Utility functions, which can
be step functions or non increasing. No known approach for arbitrary functions or uni-
modal functions is mentioned. However, the cited work does assume a CPU model that
is no longer valid in today’s processors. The clock gating effects of modern processors
and, because of this, the high dependency on the instruction and application mix is not
recognized. But their model of a Utility/Energy ratio is a promising approach that we
will lean on in our work.
The team of Gernot Heiser and David C. Snowdon developed a system called Koala

[SLSPH09], which is one of the few to model the trade-off between energy consumption
and system or application performance. To do this it uses pre-characterized models
of components at runtime to predict the energy characteristics and the performance of
software [SLSPH09] [Sno10]. The Koala system has been implemented in Linux and
evaluated to reduce energy consumption in some benchmarks by 30% at only a 4%
performance degradation [SLSPH09]. This result suggests that there is a need for a
model that can directly give the user the trade-off between energy and the performance
of the system. But Heiser and colleagues do not provide a generic framework for energy
modeling. Their approach centers on DVFS techniques that are available for CPUs
but often not for other components of a system. We will extend on this approach by
providing a more generic framework for modeling a systems energy requirements that
works across many layers of a system.
In their paper on a currentcy model to enable easier energy accounting and admission

as well as scheduling of energy consuming resources, Zeng and colleagues [ZELV03] pro-
vide a model for efficient and predictable energy based scheduling that enables granting
different shares of energy to applications. While an interesting approach, the methods
discussed in their paper are no longer valid for recent systems. Their assumption of
static energy for CPU operations or an energy consumption per block access, although
this may be true on average, do not hold in a real world scenario with modern clock
gated processor components and disk seek times that are heavily dependent on data
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1 Related Work on Energy Modeling

position and workload characteristics. Still the model is interesting and would be worth
to include in any energy scheduling mechanism.
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2 A New Energy Modeling Framework -
Energy/Utility Functions

In the previous part, I provided a monitoring framework that enables the measurement
of energy characteristics of a resource based on its usage pattern and the current load.
The monitoring library further enables the creation of energy profiles for applications
by providing lightweight instrumentation mechanisms. With the knowledge that these
profiles are obtainable I will proceed to propose an energy modeling framework based
on Resource/Utility and Energy/Utility Functions.

2.1 An Introduction to Energy/Utility Functions
Our concept of Energy/Utility Functions is loosely based on Time/Utility Functions
(TUF) [RJL05a] [JLT85]. They describe a relation between the value a result has for
the user and the time at which the result was available. For example, the utility of
decoding a frame of a 25 fps video is high, if the job is finished before the frame should
be displayed. The utility decreases afterwards as a later result introduces more and
more stuttering or drooped frames in the video.
A similar function can be specified for energy consumption versus the perceived qual-

ity. For a video player application, the quality of the result is influenced by a multitude
of factors. Not only the time a frame needs to be decoded (and thus the frame rate)
contributes to the perceived quality, but also the display brightness, the resolution of
the video, and the number and kind of post processing steps do change this subjective
measure. Further, the encoding format of the video may have an impact on the qual-
ity. Modern codecs have a lot of attributes whose settings influence the total energy
consumption of a computing platform. A highly packed video stream, such as x264
needs large amounts of raw computing power, increasing the energy consumption of the
CPU required for a certain level of quality. Conversely an MPEG-2 encoded video is
less compute intensive but has a larger storage footprint that manifests itself in higher
network bandwidth required and thus a higher power drawn by the network card. For
non-streamed video the same effect can be seen in the power consumption of the storage
controller.
In Figure 13 a Energy-Utility Function for a video player is displayed. It illustrates

the basic characteristics that can be seen in any Energy/Utility Function. The first such
characteristic is that a so called base energy is needed to get any useful result from the
system. This energy is consumed to get any picture at all, to have the dimmest possible
display setting, and the lowest possible load on the network or storage controller. We
call this power that is consumed to get the resource operational the ramp up power. It is
required to power up the devices and keep them running without any workload running
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Figure 13: A basic Energy/Utility Function

on it. However, a video display would not be possible at this energy level, as the player
cannot put any workload on the CPU without increasing its energy usage. Because of
this, the utility for the user at this point is still zero. Below this the utility is also zero,
because the energy is not enough to power up the required resource.
Adding to this base energy is a workload dependent curve that usually increases

monotonically, because an increase in energy translates into more resources allocated to
the application, and thus more compute power, more storage or network bandwidth, or
a brighter display. The actual energy utility function might even change for individual
parts of an application, depending on whether they are compute, memory, or I/O bound
or on their level of data locality.
The simple mechanism as shown until here, while ideal for visualizing the general con-

cept, is not applicable in real world systems. The energy that is needed by a computer
to provide a specific service quality or utility is highly dependent on the underlying
hardware as well as the application mix running on said hardware. A database appli-
cation that provides a utility in the form of transactions to the user at an energy cost,
cannot specify such a function without the knowledge of the hardware it will run on.
Because of this specifying a generic Energy/Utility function for an application directly
is not only hard but practically impossible.
The solution we investigate is to introduce a hierarchical ordering of resources and

services, where each level is described in terms of the utility in provides given a certain
utility of the resources it receives.

2.2 A Hierarchy of Resources and Services

The situation is not as grim as described above. There is one Energy/Utility Function
that can directly be given: that for the power supplies. The power supplies are the lowest
level components in a computer system that consumes energy and usually have an energy
conversion efficiency that is in most cases even given explicitly by the manufacturer.
All further hardware components use the energy provided by the power supplies and
provide a service to other layers of the system. A hardware component of a system
usually has a direct relation between the service it provides (its utility) and its energy
consumption. For a network card the energy consumption scales with throughput or
bandwidth [HGSW10], for a display with brightness. This hardware layer can be seen
as the bottom of our hierarchy. Hardware components can also be modeled in more

44



2.2 A Hierarchy of Resources and Services

detail, down to individual circuits, with the help of Energy/Utility functions. For the
purpose of this work, we assume the hardware layer as the lowest level.
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Figure 14: Hierarchy of resources and and services

All services and applications that run above this have, either directly or through
several indirections, hardware components as a dependency. Figure 14 demonstrates
this hierarchy for a network video player using a streaming service and a database. The
components in the hardware layer each have their individual Energy/Utility Function
which either needs to be measured or provided by the manufacturer. However this
approach is impossible for the higher layers. They do not have a specific Energy/Utility
function, because this function depends on the application mix in the system and the
specific energy characteristic of the lower level resources. But higher layers have a
specific Resource/Utility Function (RUF) signified by the arrows in Figure 14. This
function determines how much utility from a number of resource is needed to provide a
certain level of quality. For network this might be bandwidth or latency, whereas for the
display brightness can be taken as a measure. For the hardware components themselves
energy supplied at a certain voltage is the resource provided by the power supply.
Resource/Utility functions are n-dimensional functions that map the utility of the n

required resources to the utility of the service. Resources for higher level applications
might be low level resources from the hardware layer or other services. For the view
inside the computer most applications will require at least the CPU resource. But they
might require both, hardware resources and other services as a resource. The streaming
video player is one such example that requires a streaming server and the processor as
well as the display.
Our model has another advantage. It is quite simple to model different hardware serv-

ing the same purpose but at different quality and with different energy requirements.
An example for such a setup can be seen in Figure 15. Here two network cards are
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2 A New Energy Modeling Framework - Energy/Utility Functions

present. One might be an optical interconnect and the other a simple gigabit Ethernet
connection. While the former can provide high throughput when needed, the latter
might provide a low energy consumption for slower network speeds. A virtual network
card, which incorporates those two interfaces can now expose an Energy/Utility Func-
tion that models both cards, always using the most energy efficient for each quality level.
The VNIC driver can decide which card to use based on this model and this handling
is completely transparent to the user who might only see a steep increase in the energy
part of the Energy/Utility Function once the powerful optical interconnect is the more
efficient device.
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Figure 15: Hierarchy of resources and and services for composable devices

2.3 Formalization
In Figure 16 a sample device energy characteristic of an arbitrary component is shown.
The figure displays the individual phases the component has, when it is used by an
application. These phases can also be used for services and devices alike. For a device,
there are energy costs involved in powering it up and down. Similar costs can be found
for the startup or termination of a service or application. After the device is ready,
the base energy, which is shared by all processes that intend to use the resource, is
consumed. As soon as a resource is used by one or more clients it often consumes more
energy as it provides its utility in the form of its service. For services that can be
multiplexed the cost of this additional load needs to be divided between its users.
The individual energy costs for the different phases of a service that are

• For the power up of a resource
Eup =

∫ tup

0 fup(t) dt

• For the initialization of a resource
Epre =

∫ tpre

0 fpre(t) dt
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Figure 16: Simple energy characteristic of a resource

• For the work phase, during which the resource is used by clients, processes a
request, or has a load for the time tstart to tstart + twork

Ewl =
∫ tstart+twork

tstart
fwl(t, u) dt

Where u is the utility required by the client user of the resource.

• For the deinitialization of the resource
Epost

∫ tpost

0 fpost(t) dt

• For the power down of the resource
Edown

∫ tdown
0 fdown(t) dt

If a client is the only user of a resource its energy requirements are the sum of all of
these costs. Else the costs are shared between the clients.
Please note that there may be multiple work time spans for different numbers of

clients. These time spans might also feature additional setup times for the additional
client. These additional client costs are attributed to the new client.
The general energy requirements E of any resource for a utility of u may be expressed

by the formula

Eres(u) = Erampup + Ewl(u)

The energy of a resource is the sum of the ramp up energies of the transitive closure of
the resources it utilizes (Erampup) and a workload dependent part. I want to focus on
the workload specific part, because the ramp up power is static.
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To calculate the Utility/Energy Function Ewl(u), which is needed later on, from a
given Energy/Utility function u = g(E) can be done by calculating the minimum energy
for all energy values at a certain utility level. The function is calculated by

Ewl(u) = min({E|u = g(E)})

The actual Energy/Utility function of the higher levels in a system can only be cal-
culated using the Resource/Utility Function (RUF) of the service or resource. For
an arbitrary resource that requires n other resources the utility u can be given as

u = fcomponent(uri , . . . , urn)

where the Resource/Utility Function f itself is application specific and defines the map-
ping between the utility of required resources and the utility u of the application.

If the Energy/Utility Functions should be derived from this RUF, then the corre-
sponding Utility/Energy Functions Ewl(u) of the lower level resources must be available,
which is the case for the lowest level - the power supplies.
The Resource/Energy Function (REF) can now be computed by combining the
RUF with the resources’ individual UEFs.

Ecomponent(ur1 , . . . , urn) = Ewlr1 (ur1 )⊕ . . .⊕Ewlrn (urn )

The combination of the resource energys is dependent on the individual Energy/U-
tility Functions. For linear functions the ⊕ can be replaced by a normal plus sign.
This function maps for each combination of resource utilities the corresponding energy
required to provide the utility point in the original RUF. However, this function is still
multi dimensional and no direct mapping between the total energy consumption and
the maximum attainable utility at this energy level. The determination of this direct
mapping is a search problem. The formula to calculate the Energy/Utility function is

u(E) = max({u|u = fcomponent(ur1 , . . . , urn) ∧ Ecomponent(ur1 , . . . , urn)})

This extracts the optimal Energy/Utility Function with regards to energy consump-
tion. The equation first extracts the isoline of a specific energy from the resource’s REF
and then looks at the same points in the resource’s RUF described. The point with the
highest utility in the isoline is taken as the utility for this energy level. This approach
is already simplified, as a complete approach would be to also punish switching modes
too often along the Energy/Utility Function. An optimization problem that has those
switching costs as a constraint would be the correct approach to solve this.

Using the same strategy, the Utiliy/Energy function, which is needed for other appli-
cations, which are using the currently inspected application as a resource, can be calcu-
lated as well. The equation for this is

E(u) = min({E|u = fcomponent(ur1 , . . . , urn) ∧ Ecomponent(ur1 , . . . , urn)})
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This modeling approach can also work with devices that have multiple discrete states,
such as predefined frequency settings in modern CPUs. They may induce jumps in the
Energy/Utility Functions.

2.4 Composing Workloads
i A further concept that must be developed for universal and comprehensive Energy/U-
tility Functions to work is that of composing different workloads on a system. Multiple
applications may run at the same time or use time sharing techniques, depending on the
number of available cores. They can also request the same resources at the same time.
Resources in this context may be devices in the hardware layer or services in the upper
layers of a system. A mechanism is needed to attribute the Energy costs to individual
processes. There are three immediately visible costs when considering such systems

1. setup or ramp up cost

2. basic device operating cost

3. switching or multiplexing cost

The first point on this represents the cost for setting up the device or service. Because
it is not possible to reliably tell which applications will need the resource in the future
this cost could be attributed to the first user accessing the resource. The second point
in the list is the cost to keep the resource operational without any utilization. This
cost should be shared proportionally between applications using the resource. This
modeling approach also has a major advantage. It makes process placement decisions
directly possible using the Energy/Utility approach. As the cost is shared between
processes it gets more attractive to move jobs to a system or core that already has this
resource active. However, there are more energy considerations to take into account
when considering consolidation of jobs using similar resources. One of these decisions is
the so called switching or multiplexing cost. Once a device is no longer used exclusively
by one application, or a service is shared by multiple clients, there are multiplexing
costs involved [MSB10]. For devices, these are the costs of stopping current operations
if necessary, storing the device state, switching to the state of the other process, and
then starting the operation for this process need to be considered. In the case of services
this is especially important for resources that keep a more complex internal state of the
client. When another client uses the service, the state might not be in the cache and
the warming up of the cache will again cost energy.
All these costs can also be modeled by Energy/Utility Functions. The first is a basic

constant Esetup that represents the energy cost for getting the device or service in an
operational state. The second is the resource’s base energy Ebase. The switching cost
need to be measured on a per application or device basis, and should depend on the
number of clients served by the resource. In a simplified view it can be seen as a function
of the number of clients Emux = f(nclients).
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The operational cost of resources with a Energy/Utility function is shared proportion-
all between users for resources where the utility can be multiplexed. The network card
is one example of such a multiplexable resource. If one device needs 25% of the offered
utility, and another uses 50%, then they get accounted 1/3 and 2/3 of the operational
costs that are above the base energy. If the function describing the energy costs is not
linear, than the operational costs of the resource might actually decrease or increase if
another client uses the resource.
For devices where the utility is not multiplexed the accounting differs. For example,

assuming a linear brightness/energy relation for a display, if one application requires a
brightness of 50%, the other of at least 10%, the question is who gets attributed how
much of the energy cost. The additional application requiring 10% display brightness
should not pay for the 50% requirement of the other application, while it may still
benefit from the higher display quality.
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In the first part of my thesis, I discussed the methods to measure energy consumption
of devices. The preceding sections contained a description of a model for energy char-
acteristics that can be used as a basis for accounting and scheduling purposes. But this
model requires that energy characteristics of individual devices used by applications are
known. In this chapter I want to show that it is possible to obtain such characteristics
using the measurement framework introduced in part A and also by means of other
measurement methods.
We can now replace the boxes from Figure 14 on page 45 with the Energy/Utility

functions and Resource/Utility Functions they represent to get a hierarchy of functions.
To get the low level functions of the hardware components the CPU and the display
need to be modeled.

3.1 Devices
I modeled the energy requirements for two devices. The display using an external mea-
surement method and the CPU using the measurement framework that was introduced
in part one of the thesis.

3.1.1 CPU/Caches

The CPU is the main energy consumer in most of today’s systems and, as I now have
a framework that enables me to measure the CPU’s power consumption, I can further
characterize the precise power requirements of different types of instructions and loads.
The CPU is quite a complex device concerning its energy model. Because large

amounts of the CPU’s transistors are clock gated to save energy there can be major
variations in the energy consumption even if no features like Dynamic Voltage and
Frequency Scaling (DVFS) are used. The cache bandwidth and utilization, as well as
the cache’s hit/miss ratios are specific to an application and the cache architecture.
They determine the CPU’s energy consumption for a specific application mix. But also
the type of instructions that are executed determines the amount of energy consumed
by the CPU. The power consumption of a processor can be expressed as the sum of its
static power Es and its dynamic power Edyn. The static power is the baseline of the
processor when it is powered up and not performing any work. The switching power
depends on the actual amount of transistors that are switched and can be calculated by
the formula Edyn = f ·Csw ·V 2 ??. Here Csw describes the switched capacitance, which is
dependent on the actually executed instruction mix and the usage of the different cache
levels. The voltage (V ) and frequency (f) can also be adapted on modern processors.
This adaptation is known as dynamic voltage and frequency switching (DVFS).
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The switched capacitance in a system Csw can be calculated as

Csw = g(L1HR, . . . , LnHR, L1bw, . . . , Lnbw, Imix)

with LiHR describing the cache hit ratios for the individual levels of a n-level cache
architecture. Libw describes the utilized cache bandwidth and Imix is a description of
the current instruction mix.
So in order to characterize an applications CPU usage we first need a complete model

of the CPU’s cache characteristics.
I designed a microbenchmark to measure the cache utilization, provide different hit

ratios for the different cache levels of the processor and measure the energy consumed
for the given hit ratios and bandwidths.

3.1.1.1 Design of the Microbenchmark

To sample a sufficient amount of cache misses I needed to work around the prefetcher
of the CPU. The standard way to circumvent this piece of hardware is to traverse a
large linked list of memory locations. The algorithm I employed first filled a 1 gigabyte
array of pointers, with the addresses of the next array element. The algorithm choose
a random memory location in the array but would check that no short loops exist in
the linked list. The length of the linked list was steadily increased to increase the cache
miss rate of the different levels of cache. The last array element would link back to the
start of the list, effectively creating a cycle of length n.
Then a tiny assembler program, which traversed this list until it had read 4Gi array

elements, would run. This large amount of data creates a large time window for the
energy accounting to minimize the error of the power readings. The code for the assem-
bler program can be seen in Listing 6. The address of the array is given in the ESI
register and reading starts at the base of the array. The code always reads the next
memory location from which it should read. To minimize the overhead by the loop, the
instruction was replicated 1024 times.

__asm__ __volatile__ ( " . inte l_syntax n o p r e f i x \n "
" loop_me : \ n "
" . r ept 1024\n"
" MOV ESI , [ ESI ] \ n "
" . endr \n"
" SUB ECX,1\ n"
" JNC loop_me\n"
" . att_syntax p r e f i x \n "
: /∗ out ∗/
: /∗ in ∗/ "S " ( data ) , " c " ( runs )
: /∗ c l o b b e r ∗/ ) ;

Listing 6: Cache benchmark

While this approach was functioning, it yielded only very low memory bandwidths
and, especially, only one bandwidth for each hit ratio. The reason for this low band-
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width is that the next instruction cannot be executed until the previous instruction
has finished, as it directly depends on its results. This effectively makes instruction
reordering impossible and, more importantly, leads to pipeline stalls and because of this
to an under-utilization of the processor. To fix this I introduced the concept of streams.
The example in Listing 6 uses exactly one stream and only one MOV instruction can
be in the pipeline at once. If another loop was added in the array, then this linked list
loop could be traversed as well. Because of this the example was extended to five such
streams. They start at the first five addresses of the array and are not intersecting.
The individual addresses of the loops come from all the space in the array and do not
segment it into five subarrays. The registers EAX,EBX,EDX and EDI were used to
implement the other 4 streams. While this did not achieve the maximum throughput
supported by the L1 cache, it enabled the easy implementation of variable bandwidth
tests. Depending on the number of streams the bandwidth was up to five times as high
as in the single stream version.

3.1.1.2 Measurement Results

In Figure 17 the energy consumption is displayed for different bandwidths and hit ratios
of the L1 cache. All accesses that would not hit the L1 cache went into the L2 cache.
The L3 cache and memory were not significantly accessed for this benchmark (less than
10−6% of the accesses). Because the surface plot is interpolated for better visualization,
I provide the raw data in Figure 18 so that the exact measurement points can be seen.
All energy values display the additional energy consumption of the memory accesses.
The base power of 6.314W was derived from the sleep power and is already subtracted
to put more emphasis on the differences in energy consumption.
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Figure 17: L1 cache energy characteristics

As can be seen the energy consumption mainly increases with the bandwidth usage of
the processor, because then more transistors are active more often and not clock gated.
The cache miss ratio also has a minor influence on the energy consumption, but mostly
due to the higher bandwidth possible when more accesses go to the first level cache.
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Figure 18: L1 cache energy characteristics (raw)

The surface in Figure 19 three shows the same graph as before but for the last level
cache (LLC)miss ratio. All accesses that would not be cache misses and went to memory
would go to the L3 cache. The L1 and L2 caches served up to 10% of the cache hits,
which could not be prevented easily.
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Figure 19: LLC cache to memory energy characteristics

The three figures show that the energy consumption of the CPU is dependent on the
bandwidth that the memory is accessed with and the hit ratio of the caches.

3.1.2 Example: Display

The display is one of the more intriguing adaptive components. It is the only component
where its utility might decrease if you put more energy into it. The reason for this
decrease is that the display brightness, which is the dominating parameter for display
energy consumption, can hurt the eyes if it is set too high. This scenario is especially
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valid at night or if working in extremely dark environments. As such, this component
was important to characterize to capture more energy consumption characteristics of
the hardware components involved in a video viewing experience.

3.1.2.1 The Measurement

For the measurement of display energy consumption, a NEC MultiSync LCD1960NXi
was used. According to the datasheet [LCD], the typical energy consumption for the
monitor is 38W and it has a maximum display frequency of 75Hz. Its brightness ranges
up to 225cd/m2 with a typical contrast ratio of 500:1. It is powered by an internal
power supply and has built in speakers.
The device that was used to measure the energy consumption of the monitor is a

Voltcraft EnergyCheck 3000 [Vol] that is plugged between the power outlet and the
power cord of the monitor. The precision of the measurement device is +/-1% +/-1W.
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Figure 20: Display energy for a black picture

To measure the energy consumption of the monitor for various picture quality settings
different patterns of pictures were displayed. The picture was fed to the monitors DVI
input with the VGA input and the audio input disconnected. The brightness and the
contrast of the device were varied for the different measurements. The brightness and
contrast were varied between 100 and 0 percent as displayed on the devices OSD. The
brightness values were changed in steps of 20 percent whereas the contrast was changed
in steps of 25 percent. The value of the current energy consumption was read from the
Voltcraft measurement device when the number shown on the Voltcraft’s display had
stabilized.

3.1.2.2 Measurement Results

A first measurement with a video revealed constantly changing energy consumption
values. These changes were traced back to the display’s energy consumption being
dependent on the displayed content, and especially on the subpixels that are enabled.
The two extreme cases were chosen for the benchmark, with a plain white picture having
all subpixels turned on and a plain black picture having all turned off. An intermediate
picture with the top half of the image white and the bottom half black was shown as
well. The results of the black picture’s measurement, which are the baseline for the
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further graphs, are visible in Figure 20. The Figures 21 and 22 show the additional
power consumption for a completely white picture and for the 50% white and 50%
black image.
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Figure 21: Additional display energy for a completely white picture
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Figure 22: Additional display energy for white and partially white picture

The graphs show that the base energy consumption for a black picture is only depen-
dent on the brightness of the display. The contrast setting has no significant influence on
energy consumption. The consumed energy scales linearly with the display brightness.
This changes once the pixels get color. For a 50% white picture the difference between
0% contrast and 100% contrast results in a 0.4W change in energy consumption. For a
completely white picture the influence on energy consumption is even more significant,
with a difference of 1 to 1.5 Watts between the highest and lowest contrast settings. The
contrast only starts influencing the energy consumption noticeably when it falls below
50%, independent of the picture contents.

3.2 Application Utility - The Video Player
Besides the need for device profiles, which has been shown in the previous chapter, an
application profile is needed as well. It must be possible to determine the amount of
resource usage of an application to determine the current energy level it requires by
use of the device’s Energy/Utility characteristics. I want to show that it is possible to
obtain such a profile using my framework using a real world example.
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One real world example that was available for testing was the video player ffmpeg [ffm].
I instrumented this player in a way such that the energy consumption and the cache
hit/miss data is sampled for each frame. This includes only the decoding time but not
the time to wait until the frame should be displayed. The result of the cache analysis
of the first 500 frames of the video Big Buck Bunny [bbb] can be seen in the top graph
of Figure 23.
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Figure 23: Cache profile of Big Buck Bunny on 1080p

I also tried measuring smaller units than frames such as slices or macro blocks, but as
frames, in a fluently playing 25fps video, already only use a maximum of 40ms decoding
time (and often a lot less), these measurement of sections well below the 1 millisecond
mark yielded no usable results. The player was still instrumented by updating a patch,
supplied by Michael Roitzsch, to the current version of ffmpeg. The video profile shown
here is of the 1080p and 720p versions of the movie, because these had the longest
processing times for the individual frames, and because of this the most precise results.
While the 480p quality version took only about 2-6ms per frame to decode, in the 1080p
decoding of a single frame took between 5ms to 30ms. Any load that is shorter than
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Figure 24: Energy profile of Big Buck Bunny on 1080p

2ms can currently not be sampled accurately using the energy counters, leading to the
skewed results as demonstrated in the section on improving the energy counter precision.
Graph 23 shows the number of clock cycles, the cache characteristics of the different
cache levels, and the energy consumed.
I chose to measure the cache hit and miss ratios of the various cache levels, as they

are amongst the most indicative performance counters when measuring energy consump-
tion [SPH07]. They are closely correlated to the energy consumed per frame, as can be
seen from the graphs in Figures 24 and 23. The obvious effect that shorter execution
times are the dominant influence for lower energy consumption is also true for these
videos. The energy per clock cycle that can be seen at the bottom graph, is not varying
significantly over the frames and is largely independent of the video quality. The 720p
version is not drawn in the graph, because it is virtually equal to the 1080p version.
As can be seen by the high amount of cache hits, especially on the L1 cache this effect
is inherent to the example. It executes many operations on small amounts of data,
only rarely accessing the memory, which could stall the CPU and may lead to larger
variations in energy consumption per clock cycle. It is also not using the L3 cache sig-
nificantly. As a large part of the transistors in a modern processor are in the L3 cache
a more significant usage would increase the switched capacitance. Other applications
that process large amounts of data and only perform a limited amount of operations on
each of them. Databases may provide such a usage scenario [tki12].
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Work

In the previous chapters I introduced our approach to modeling energy characteristics
of a system. I further showed that the we can use the relation between the service a
component provides, and the resources it requires to do so, to model the Energy/Utility
Function of the component. This depends on the availability of energy profiles for the
lower levels of a platform, which I have shown to be obtainable by various measurement
methods. The Energy/Utility Functions that are available for the different levels of the
system can be used for different purposes.

4.1 Scheduling

The first possibility is a usage of the energy model for scheduling. With knowledge about
the cost of placing an application on different hardware it is possible to determine the
best placement from an energy point of view. The model further enables us to not only
tell the energy impact a placement has but also its influence on the quality level of the
service it provides - its utility.
Energy/Utility Functions do not only allow to model services and components them-

selves but also actions in the system. For example the decision to migrate a job to
another system and the interconnect that is used to perform this migration can be
weighted and optimized using EUFs.
We envision two basic modes for Energy/Utility based scheduling as well a combina-

tion of the two.

4.1.1 Energy Optimized

The first mode lets the user of a system or a service set an upper limit to the services
power consumption [FS99]. This might be a peak power limit. This scenario is especially
important if, for example, the power supply can only provide a limited amount of power
that is not enough to drive all components at full power. For data centers it might be the
limit of the ingoing high voltage power lines. Another possibility is to set the maximum
average power consumption in a time window. While peak power might exceed the
envelope, the energy scheduler should not let the system exceed the user set average
power consumption. One system type where this might be important is mobile systems,
where a guaranteed operation time of a device might be of value.
Our modeling approach allows the system to always scale to the highest possible

quality while staying in the limits given by the user. If a possibility to look ahead, and
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estimate future power consumption, exists, as does for video [Roi07], power envelope
based scheduling is made easier and the minimization of switching is better enforced.
Especially switching overheads and cost, and the way to model them using our

approach are subject of future work.

4.1.2 Quality Assuring

Another mode to let the operating system schedule system resources modeled using
EUFs is to let the user set a minimum quality. We call this approach quality assuring
energy scheduling. The goal is to give the user a guaranteed, user-defined, minimum
quality and scale the systems energy consumption to be as low as possible while still
granting the user the desired quality. We also envision an approach that lets the user
set a preferred and a minimum quality level at the same time, which enables further
sophisticated scheduling techniques.

4.1.3 Combination

A further possible scheduling technique is to let the user set a minimum quality level
and a maximum power envelope and let him set a preference. On a mobile system the
preference might be to enforce the power envelope so that a computation can finish, a
video can be watched to the end, or the battery lasts for the whole workday. Whereas
on another type of system the minimum quality might be more important.

4.2 Informed User Decisions

One big advantage of a system based on Energy/Utility Functions that we see, is the
possible to tell the user the impact of his alterations to the system. We can tell the
user in advance what the cost of reducing the energy consumption would be in terms
of quality. And vice versa we can tell him the gains for increasing the allowed energy
consumption. The same holds true for alterations to the minimum utility. The user can
make an informed decision whether the increased energy cost of an increase in utility is
worth it to him.
There are other advantages as well. The concept of Energy/Utility functions allows

for dynamic recalculation of the system characteristics for changed hardware. The user
may get information on the benefit another stick of RAM or a faster CPU will bring
him. Conversely he can be told the impact of powering down a core on the system.

4.3 Energy Accounting

It is further made easy by this model to incorporate a model of currentcy [ZELV03]
proposed by Zeng and colleagues. The model allows not only to use models like that
of ECOSystem [ZELV02] but we envision that it could also be used to give the user
knowledge of the benefit an increased budget of currentcy might bring to the application.
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4.4 Global Energy Modeling

4.4 Global Energy Modeling
The Energy/Utility Model that was introduced in this thesis especially provides good
scalability across system layers. It is usable for individual circuitry in the hardware up to
a whole system and can even be applied for whole data centers. For hardware we envision
scheduling individual parts of a core as proclaimed in the dark silicon paper [EBSA+11].
In a datacenter each server provides a service, and the network bandwidth is determined
by the interconnects. All these components can be modeled using Energy/Utility and
a service offered by a data center can require a certain utility from them. Our model
can extend to the cooling, requiring lower cooling for throttled servers and enables data
center operator to precisely model their system. A service might require the ability to
serve thousands of clients at the same time, and the resources it requires are individual
servers, load balancers, the network connection and the cooling.
This modeling approach might even in the long run be able to give a data center or

HPC cluster operator information on the impact to the service and the total energy con-
sumption that the removal or addition of servers or faster interconnects has. Especially
for HPC centers the possibility to limit the maximum power and getting information
on the performance impact of such a throttling will be worthwhile. It could tell oper-
ators the impact of the power limits and enables an informed decision when extending
the cluster’s power lines will be appropriate and be offset by the resulting increase in
performance - and thus revenue.

61





Conclusion

In this thesis I at first implemented a measurement framework that makes profiling
applications and hardware components easier. It provides methods to gather statistical
and performance data from performance counters found in modern processors. This
work was then extended to energy counters present in the latest generation hardware
that make energy measurements and profiling easy. It enables the generation of energy
profiles for applications and the CPU. The HAECER measurement framework incor-
porated the Ferret library that enables real-time capable communication and storage
of measurement results. The aim was to enable low overhead measurements in user-
land and this goal was met, with measurement overhead in the negligible range of a
few per mille for the profiles gathered for this thesis, due to the long runtime of the
measurements.
I further evaluated the precision of the measurements by external instrumentation and

discussed the difficulties in providing external measurements and correlating internal
events. The problem of a correctly instrumented board, where the instrumentation
does not influence the functionality or the measurement results has been discussed and
the ZIH does currently work on providing such a board for future work. This will enable
us to gather even more precise measurement for more devices in a system, as well as
applications.
In the second part I introduced a new approach to energy modeling that aims to

complement and enhance existing modeling methods. Our proposed Energy/Utility
Functions enable modeling across all levels of a system and can be used to gather com-
prehensive information of a system. Contrary to existing approaches that try to model
energy requirements of individual levels of a system or provide energy-aware scheduling
methods for them, our approach encompasses all system layers and enables modeling of
even the most complex systems. We require a mapping between the resources a services
requires and the utility it provides based on the availability of these resources.
I showed that the required Resource/Utility Functions, which are the modeling of

whole systems independently of the application mix and the underlying hardware, are
obtainable using the profiling framework introduced in the first part. I have further
presented two example profiles of system components, one for the CPU and one for the
display. Additionally I showed for the example of high definition video that it is possible
to determine the resource requirements of an application, for the example of its CPU
and cache requirements. I showed that amount of a resource that is required by the
application to provide its services also correlates with the energy consumption of the
application.
Beside a formalization of the functions, and the introduction to the basic approach

to get the current hardware and application mix specific Energy/Utility Function of
a resource, I further discussed different approaches to scheduling that are enabled by
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Conclusion

our model. Those approaches are again valid for all layers of a system and give the
user detailed information on the influence of his choices. Our solution provides the first
energy modeling approach that is independent of concrete hardware and special software
and adaptable to wide range of situations, hardware and applications. It is especially
well suited for adaptable applications.
As energy optimization becomes more and more important, with rising costs and

increasing difficulties to supply enough power to small chips, we are convinced that
approaches such as ours can enable future technology to be energy aware and at the
same time provide high performance. This will make energy a true first-class resource
of a system.
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Glossary

CPU Central Processing Unit / Processor

DVFS Digital Voltage and Frequency Scaling

DVI Digital Video Interface

EUF Energy/Utility Functions

HAEC Highly Adaptive Energy-efficient Computing

HAECER HAEC Energy Reader

HPC High Performance Computing

ISA Instruction Set Architecture

LLC Last Level Cache

OSD OnScreen Display

POSIX Portal Operating Systems Interface

RAPL Running Average Power Limit

RUF Resource/Utility Functions

RDPMC Read Performance Counter instruction

SMM System Management Mode

TSC Time Stamp Counter

TUF Time/Utility Functions

VGA Video Graphics Array

ZIH Center for High Performance Computing
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