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### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CISC</td>
<td>complex instruction set computer.</td>
</tr>
<tr>
<td>COTS</td>
<td>commercial off-the-shelf.</td>
</tr>
<tr>
<td>CRC</td>
<td>cyclic redundancy check.</td>
</tr>
<tr>
<td>DUE</td>
<td>detected unrecoverable error.</td>
</tr>
<tr>
<td>ECC</td>
<td>error correcting code.</td>
</tr>
<tr>
<td>FC</td>
<td>Fletcher’s checksum.</td>
</tr>
<tr>
<td>FPGA</td>
<td>field-programmable gate array.</td>
</tr>
<tr>
<td>HDL</td>
<td>hardware description language.</td>
</tr>
<tr>
<td>IPC</td>
<td>inter process communication.</td>
</tr>
<tr>
<td>ISA</td>
<td>instruction set architecture.</td>
</tr>
<tr>
<td>MSR</td>
<td>model-specific register.</td>
</tr>
<tr>
<td>RMT</td>
<td>redundant multithreading.</td>
</tr>
<tr>
<td>SDC</td>
<td>silent data corruption.</td>
</tr>
<tr>
<td>SEU</td>
<td>single event upset.</td>
</tr>
<tr>
<td>SMT</td>
<td>simultaneous multithreading.</td>
</tr>
<tr>
<td>SWIFT</td>
<td>software implemented fault tolerance.</td>
</tr>
<tr>
<td>UTCB</td>
<td>universal thread control block.</td>
</tr>
</tbody>
</table>
1 Introduction

Modern processors are built under the assumption that transistors always function correctly. In the past 30 years studies have shown that this assumption does not hold [Zie+96]. Transistors are exposed to various environmental influences. High energetic cosmic rays [ZL80], heat flux [Bor05], and brown-out effects [Ern+03] can cause temporal malfunctions. Transient errors caused by such a malfunctioning transistor are called soft errors. The probability for the occurrence of a soft error increases with each chip generation as hardware feature sizes shrink and the number of transistors integrated into a single chip increases. Modern chips are built under pessimistic assumptions to keep error probability low, which leads to inefficient designs. Therefore we have to drop the idea of a perfect transistor and develop fault tolerant designs.

Romain is a replication framework that provides transparent protection against soft-errors as an operating system service [DHE12]. Any application running on top of Romain is protected using n-way modular redundancy. As Romain is fully implemented in software and runs on top of an operating system, access to the processor’s architectural state is limited. This leads to reduced error coverage and increased error detection latency. In contrast hardware-only solutions can provide much better error detection characteristics but are expensive as they rely on specialized circuitry. Therefore they will not become part of commercial off-the-shelf (COTS) systems in the near future.

I propose to use fingerprinting as a hardware extension to assist software implemented fault tolerance (SWIFT). A fingerprint summarizes all updates to the architectural state into one single checksum. This reduces the bandwidth needed for full state comparison of redundant units to a single value. Therefore fingerprinting is appealing for SWIFT designs where fingerprints can significantly improve error coverage. In this work I extend an existing COTS processor to support fingerprinting. I evaluate my design with Romain and show that fingerprinting can significantly improve the error detection characteristics of Romain.

Chapter 2 discusses causes for soft errors and previously proposed designs for fault tolerant systems. In this chapter I will describe Romain and fingerprinting in more detail and explain the gem5 simulator, on which my work is based. Chapter 3 discusses the design and implementation of the fingerprint extension. Additionally, I will explain the modifications to the software stack that are necessary to perform fingerprint comparison in Romain. Chapter 4 describes the evaluation of my design based on various experiments and shows the potential of fingerprinting. The final chapter concludes this work and gives an outlook on possible future use-cases.
2 State of the Art and Motivation

In this chapter I want to give an overview on soft errors and existing solutions for error detection and correction. First I explain possible causes for errors and define the terms that I will use in the rest of this work. Then I give a general overview on existing hardware and software solutions for error detection and recovery. Later I discuss fingerprinting as a hardware solution and the replication framework Romain as a software solution in more detail to motivate my work. In the final section I discuss the processor simulator gem5 on which my work is based.

2.1 Soft Errors

Back in 1979 May and Woods examined soft errors in DRAMs and identified alpha-particles as an error source [MW79]. Alpha-particles originate from small amounts of radioactive contaminants in the chip and packaging materials. While traveling through the semiconductor alpha-particles generate electron-hole pairs along their track. This may cause current pulses and hence disturb the device's normal operation. This kind of error is not permanent and can occur randomly distributed over time and space. Therefore it is called a soft error. Later on Ziegler and Lanford demonstrated that cosmic rays also can cause soft errors [ZL80]. At sea level 95% of the particles capable of causing soft errors are neutrons [Zie96].

Today's trend is to decrease hardware feature sizes to provide more functionality per equally sized chip. Therefore the vulnerability of modern processors against soft errors increases significantly [Shi+02]. Additionally this trend allows other error sources to come into effect. The sub-wavelength lithography, used in modern factoring processes, uses a wavelength much higher than the hardware feature size, leading to a large variance of gate switch delays [Nas10]. Temporary changes in transistor characteristics caused by heat flux may as well lead to soft errors [Bor05]. Finally undervolting and frequency scaling are causes for soft errors that are abet by decreasing supply voltages [Ern+03].
2.2 Terminology

Avizienis et al. define an error as “that part of the system state that may cause a subsequent failure”. A fault “is the adjudged or hypothesized cause of an error” [Avi+01]. I will use the term single event upset (SEU) to model radiation introduced soft errors. An SEU is a state change caused by ionization inside a register or memory cell due to radiation. Due to SEUs the content of a single “bit” can be modified causing a bit-flip.

Such SEUs can have different outcomes. Weaver et al. classify the possible outcomes into four categories. SEUs that do not affect the program outcome because the affected bits are not read or are masked by later instructions are called benign faults. If an SEU influences the program’s outcome and if the faulty bit is not error protected, a silent data corruption (SDC) occurs. SDCs can be avoided by adding simple error detection mechanisms like parity. This way we know when a program’s output is erroneous but we cannot recover. Such errors are called detected unrecoverable errors (DUEs). One approach to reduce the error rate of a system is not only to add error detection mechanisms but also recovery mechanisms. In a system that is protected in such a way an SEU that is detected and corrected causes no error. [Wea+04]

2.3 Error Detection and Fault Tolerance

Systems that are functioning correctly despite the existence of faults are called fault tolerant. A fault tolerant system not only detects errors, but also corrects them. In the past several different approaches for fault tolerance have evolved. In this section I give a short overview on previously proposed solutions for fault detection and recovery.

As especially memory is vulnerable for soft errors, techniques for memory protection where developed early. Today parity and error correcting code (ECC) are widely used for protection of memories and permanent storage devices [Muk08]. But besides memory also registers and logical blocks are affected by soft errors. One approach that is used in existing commercial fault tolerant systems is replication. Replication based systems compare the outputs of redundant components for error detection. Error recovery is performed by majority voting. The IBM G5 is an example for a replication based system [Sle+99]. It uses multiple replicated, lockstepped pipelines within a single core. Another example is the Tandem NonStop architecture that uses replicated, lockstepped processors [McE81]. The DIVA architecture extends an out-of-order pipeline by a simple checker that verifies and corrects instruction results [Aus99]. There are also several proposals for fault-tolerant simultaneous multithreading (SMT) processors. Rotenberg used an extended SMT processor to detect errors by full state comparison between two redundant threads [Rot99]. Vijaykumar, Pomeranz, and Cheng extended the redundant multithreading (RMT) approach to support recovery on SMT processors [VPC02]. Reinhardt and Mukherjee proposed the SRT processor
that reduces the bandwidth needed for state comparison by only comparing stores across redundant threads [RM00].

Hardware implemented fault tolerance is attractive, as software running on such systems does not need to be fault aware. However, the design process for such systems is complex and manufacturing is more costly, as redundant components and additional logic are needed. Therefore it will take some time until fault tolerance techniques become part of COTS systems. Another drawback of hardware-only solutions is that they statically add redundancy. A possible scenario for a protected system would be to run applications with mixed criticality. Some applications might only need error detection or are not critical and need no protection at all. Therefore static redundancy increases run-time costs for uncritical applications.

Software-only designs allow for more flexibility and can run on top of any COTS processor. Oh, Shirvani, and McCluskey proposed control flow checking based on compiler generated signatures [OSM02b] and used duplicated instructions for detection of computational errors [OSM02a]. Reis et al. integrated both approaches into the SWIFT compiler [Rei+05]. Also arithmetic codes can be used instead of, or in addition to, duplicated instructions. For example ED4I [OMM02] is a compiler that is based on AN-Codes. However, ED4I has vulnerabilities that Fetzer, Schielf, and Süsskraut addressed with their AN-Encoding compiler EC-AN [FSS09].

The discussed solutions have a major drawback. Either the software developer has to design his software in a fault aware way or a special compiler has to be used. Thus it is necessary to recompile the whole software stack to make unprotected applications fault tolerant. However, recompilation is impossible for proprietary third-party software.

### 2.4 Romain

Romain is a replication framework that is developed by the TU Dresden operating systems group [DHE12]. Romain eliminates the need for recompilation of applications by implementing a fault aware operating system service. This service allows unmodified applications to run in a fault tolerant context. Romain uses transparent redundant multithreading [RM00] to provide a fault tolerant environment that is transparent to the protected application.

To properly explain Romain, I need to talk about the underlying operating system and its kernel objects. Romain is based on operating system that consists of the Fiasco.OC microkernel [Dre12] and the L4 Runtime Environment (L4Re) [Dre14]. Both components are also developed by the TU Dresden OS group. Fiasco.OC is part of the L4 family of microkernels. All microkernels have in common that they reduce the kernel’s functionality to a minimum. Additionally the kernel does not implement any policies, it only provides mechanisms. For a deeper understanding on microkernels please have a look at the literature [Lie95].
The fundamental philosophy of Fiasco.OC is that everything is an object. The main kernel objects that Fiasco.OC provides are tasks, threads, IRQs, IPC-gates, and factories [LW09]. A task is a protection domain and consists of a virtual memory address space and a capability table that holds references to other objects. A task can consist of multiple threads that represent a unit of execution and share the tasks resources. IRQs are senders of asynchronous inter process communication (IPC) messages that are bound to a specific thread. IRQs can be invoked by hardware interrupts or user actions. The IPC-Gate is a special kernel object that is used to establish synchronous communication channels between user-level objects. Finally a factory is an object that creates new kernel objects.

In addition to the main objects Fiasco.OC also provides the virtual CPU (vCPU) object. A vCPU is a specialized supplemented thread and was introduced by Lackorzynski, Warg, and Peter to allow for more efficient operating system rehosting [LWP10]. However, the mechanisms vCPUs provide are also useful for Romain. A vCPU executes user-level code within an address space. Whenever it raises an exception, for instance a system call or a page fault, it is migrated to another process. This master process is also called “user-level kernel” because it is responsible for handling the exception and has full control over the vCPUs state. In particular the master is able to access and modify a vCPU’s register values by accessing a simple data structure.

![Diagram of replication in Romain](image)

**Figure 2.1: Replication in Romain [DHE12]**

The fundamental principle of Romain is shown in Figure 2.1. Romain provides a master process that starts the application to be protected \( n \) times. The \( n \) replicas are vCPUs that execute isolated in separate address spaces. Whenever a replica wants to update structures outside of its domain, the master needs to verify these updates to ensure that no faulty state influences the operation of the rest of the system. A replica externalizes its state whenever a event like a system call, a page fault, or another CPU trap occurs. To ensure the correctness of such externalizing events, the master blocks a trapped replica until all replicas raised their next exception. Then the master checks if all replicas raised the same exception and compares their architectural state. If the replica states match, the master is responsible for handling the exception. Otherwise the master detected an error. If more than two replicas are used, the master will recover from that error using majority voting.
Romain’s approach of software implemented replication has several advantages. Romain allows to protect unmodified applications on COTS hardware. Additionally Romain provides a level of flexibility that is only possible in software solutions. The system designer is able to decide which applications need to be protected and if they need error recovery or only error detection. A drawback of software replication is an increased error detection latency. If only externalized states are compared on events like system calls, an error in the architectural state will not become visible until an event occurs that externalizes this error. To reduce error detection latency and increase the error coverage, Romain also compares register states of its replicas and thus detects architectural errors earlier. But registers are just a small subset of the architectural state that also includes memory and caches. However, comparing whole memory regions would add a large overhead and is therefore not feasible. This lack of error coverage is a fundamental problem of Romain and needs to be resolved. In his bachelor thesis Kriegel proposed to perform state comparison in constant intervals by using a watchdog [Kri13]. This way the average error detection latency can be reduced as state comparisons are performed in regular intervals. However, errors still may reside unseen in memory as Romain’s state comparisons do not cover the full architectural state. This may lead to situations where one ore more replicas contain undetected errors. As Romain performs majority voting for recovery, an undetected error has the potential to transfer to another replica. When this error externalizes, multiple replicas have the same erroneous state. If these replicas are the majority, Romain will consider them to be error free. At this point the error externalizes and the system fails. Therefore the aim of my work is to significantly increase error coverage in Romain.

2.5 Fingerprinting

Smolens et al. proposed to use fingerprints for state comparison in replication based hardware designs [Smo+04]. A fingerprint is a hash value that summarizes the architectural state of a processor. It is computed during program execution on the sequence of updates to the architectural state. Therefore the sequence can be characterized by its fingerprint and errors in the architectural state can be detected by comparing the fingerprints across multiple redundant cores. By compressing all updates to the architectural state into a single value, fingerprinting drastically reduces the bandwidth needed for full state comparison. According to Smolens et al. fingerprinting is the only error detection mechanism that allows for high error coverage while maintaining high input–output performance and reducing the detection bandwidth to a minimum.

In the work of Smolens et al. error detection and recovery are completely implemented in hardware. Fingerprints are compared at certain points and if they match, a checkpoint is created. A checkpoint is a snapshot of all architectural registers and memory values, which contains only error-free data. If the system detects an error, it simply rolls back to the previous checkpoint and restarts execution. This approach significantly simplifies error detection but still relies on redundant cores and a special recovery mechanism.
Fingerprinting is a promising technique as it allows for fast state comparison. Therefore it is also interesting for fault detection and recovery implemented in software. I propose to use fingerprinting as a hardware extension that assists software implemented replication by providing easy and fast error detection. This way a small hardware addition can significantly increase the error detection characteristics of a software implemented fault-tolerance system like Romain. The necessary hardware addition is rather small as it only needs to compute fingerprints but does not need to implement any replication or recovery mechanisms. Therefore a fingerprint extension is more likely to become part of future COTS systems than a hardware-only fault-tolerance system.

2.6 gem5

In the previous section I proposed to use fingerprinting as a hardware extension to allow for high error coverage in software implemented replication systems. I need a flexible platform as a basis for my work to design, implement, and evaluate this extension. This platform needs to implement an x86 processor as Romain only runs on x86. As a real hardware implementation is out of reach, I based my work on the gem5 processor simulator [Bin+11].

At this point I need to clarify the term x86. x86 refers to a family of backward compatible instruction set architectures (ISAs) originating from the Intel 8086 processor. This work is more specifically based on the AMD64 ISA [Adv13] that provides a 64-bit extension and is also known as x86-64. I had to choose this ISA because gem5 only fully supports the 64-bit mode of x86. So when I refer to x86 in the rest of this work, I refer to AMD64 in particular.

The gem5 simulation framework provides a flexible simulation environment that is capable of handling several ISAs including x86. By implementing various exchangeable CPU models, memory back-ends, and execution modes, gem5 can easily be adopted to a given task. The exchangeable components allow for a trade-off between simulation speed and accuracy. The use of detailed models provides an accurate simulation but also increases simulation time.
significantly. If simulation detail is less important, accuracy can be traded in for simulation speed by choosing simple models.

In total gem5 implements four CPU models, two execution modes, and two memory back-ends. The models are fully exchangeable and each one provides a unique level of simulation detail. Each combination of models marks a unique spot in the speed-vs.-accuracy spectrum as is shown in Figure 2.2. In the following I will briefly describe the characteristics of the different models.

**CPU Model** Currently gem5 implements four different CPU models. The *AtomicSimple* model is a simple CPU that executes a single instruction per cycle. It does not care about the timing of memory references at all. *TimingSimple* is a similar model, but it also simulates the timing of memory references. The *InOrder* and *O3* models are more detailed, pipelined CPUs. As the name implies *InOrder* is an in-order CPU. *O3* is a complex out-of-order, superscalar CPU model that uses advanced features like branch prediction, instruction and load/store queues, functional units, and memory dependence predictors.

**Execution mode** Each CPU model can execute code in either one of two modes. System-call emulation (SE) mode is used to execute simple Linux applications without the need of modeling devices and an operating system. Whenever an application performs a system call, it is handled by gem5. In most cases gem5 just calls the corresponding system call of the host system. Full-System (FS) mode is used to execute kernel level and user level code. In this mode all the devices and the operating system are modeled.

**Memory Back-End** There are two basic memory system models. The *Classic* model (derived from M5) is a fast model that is easy to handle but does not aim for a detailed simulation. In contrast the *Ruby* model (derived from GEMS) provides a flexible and highly configurable memory back end that allows for accurate simulation of a diversity of cache coherent memory systems.

All in all, gem5 is a good choice for the purpose of extending an ISA because of its flexible and modular design. However, it also has to be stated that there is no real alternative. I need a simulator that is capable of simulating an x86 CPU and running a full system on top of it. Alternatives to gem5 that are capable of simulating such a system are MARSS [Pat+11], Bochs [The13], and QEMU [Bel05]. MARSS is a simulator based on QEMU and provides a fast simulation environment that performs cycle-accurate simulation of superscalar multicore x86 processors. QEMU and Bochs are emulators that are designed with regard to the needs of operating system developers who need emulators to debug their systems. As MARSS is optimized for accuracy and QEMU as well as Bochs are optimized for speed and an easy to use debugging interface, their designs do not allow for extensibility. In contrast gem5 is designed for computer architecture research and therefore uses a modular and extensible design.
3 Design and Implementation

In Chapter 2 I gave an overview on existing techniques for error detection and recovery. I explained fingerprinting as a hardware solution and the replication framework Romain as a software solution in more detail. Fingerprinting allows for high error coverage and low error detection latency but also needs a complex hardware design when replication and error recovery are implemented in hardware. Romain on the other hand fully implements replication in software but has a lack of error coverage. My goal in this work is to integrate both approaches into a system that provides the flexibility of a software solution and the error coverage of a hardware mechanism.

In more detail my goal is to implement fingerprinting as an extension to the x86 ISA in gem5. Why I chose gem5 as the basis for my work is explained in 2.6. My design goal for the fingerprint extension is to reach a high error coverage and a high error detection probability. Furthermore I want this extension to be appealing for future COTS systems. Therefore I designed it with regard to possible implementations in real hardware. This means the extension should be realizable in an efficient way, or in other words: the amount of logic and registers needed for an implementation should be small while the possible throughput should be high. Additionally I want my design to be a backward compatible addition to the AMD64 ISA. This means instead of modifying any existing behavior I just want to add new functionality.

My target system is visualized in Figure 3.1. It consists of an extended version of gem5’s AtomicSimple CPU that I call AtomicSignatureCPU and that supports fingerprinting. The microkernel Fiasco.OC runs on top of this CPU. The kernel manages the fingerprints computed by the CPU and associates them with threads. Fiasco.OC also provides an interface that allows user processes to read and write fingerprints. Romain runs on top of Fiasco.OC and uses this interface for state comparison across its replicas.

In the following sections I explain my design process and implementation. In Section 3.1 I discuss possible checksum algorithms based on considerations regarding hardware implementations. Then I explain the design of my fingerprint extension in Section 3.2. An explanation of my implementation in gem5 follows in Section 3.3. After that I describe how I modified the kernel in Section 3.4. In the final Section 3.5 I conclude by discussing fingerprint comparison in Romain.
3.1 Choosing a Checksum Algorithm

Before I can discuss the actual design of the fingerprint extension, I need to explain my choice of a checksum algorithm. This algorithm is used for fingerprint computation and significantly influences the characteristics of the final design. To comply with my design goals the algorithm should have a low computational complexity while providing good error detection characteristics. Namely the error detection probability should be high and the algorithm should be able to protect a block of sufficient size to allow for larger windows between state comparisons. The block size is important as the total block of protected data grows with every instruction executed. If state comparisons are only performed on events, the number of instructions executed between two state comparisons can easily expand to several millions.

Cryptographic hash functions like MD5 or SHA-1 are out of question because the computational complexity is too high. As a fingerprint does not need to fulfill any cryptographic requirements, the additional cost in computation is not justified. Algorithms that are widely used for the purpose of error detection are cyclic redundancy check (CRC) and Fletcher’s checksum (FC). Now I will give a short overview on these algorithms, discuss there characteristics, and then explain my decision.

CRC is an error-detecting code that is widely used in network applications. Here the sender attaches a signature to the data block at transmission. The sender computes this signature by dividing a bit-stream message by a given generator polynomial. The remainder of this division is the signature that is sent alongside the data block. The generator polynomial can be chosen arbitrarily, but it has a big influence on the algorithm’s error detection characteristics. The receiver performs the same computation on the received bit stream and compares its result to the signature received alongside the data block. If the two signatures match, the
Fletcher’s checksum is another algorithm commonly used for signature calculation [Fle82]. Fletcher devised this algorithm in the late 1970s. His objective was to approach an error detection probability similar to CRC while reducing the complexity by using summation techniques. To calculate Fletcher’s checksum, an input stream is divided into \( n \)-bit blocks. A simple checksum is computed by calculating a \( n \)-bit modular sum of all blocks. This simple checksum is weak because it is insensitive to the order of blocks. In addition the set of possible checksum values is small (for small \( n \)) and hence the probability that two sequences have the same checksum is high. Fletcher addresses these two issues by computing a second \( n \)-bit modular sum of all simple checksums. The concatenation of the simple checksum and the sum of simple checksums forms the \( 2n \)-bit Fletcher’s checksum. Satran and Sheinwald compared the performance of four 32-bit checksum algorithms: CRC-32, CRC-32C, Fletcher-32 and Adler-32. Adler-32 is a variation of Fletcher’s checksum. It computes the sums using the modulo 65,521 that is the highest prime number smaller then \( 2^{16} \). This allows Adler-32 to detect some errors Fletcher-32 is not able to detect, but overall it has been found that Fletcher-32 has a slightly better error detection probability [Max06]. CRC-32 is used in the Ethernet protocol and is defined by IEEE 802.3 [IEE02]. It uses the generator polynomial 0x04C11DB7. CRC-32C uses the generator polynomial 0x1EDC6F41, which improves the error detection characteristics for big data blocks [CBH93]. Satran and Sheinwald showed that the probability of an undetected error (\( P_{ud} \)) of CRC-32 and CRC-32C is \( 10^5 \) times smaller than \( P_{ud} \) of Adler-32 and \( 10^8 \) times smaller than \( P_{ud} \) of Fletcher-32. Additionally CRC-32C can protect a much larger data block of 512MB while guaranteeing a Hamming distance of three. In contrast this guarantee holds only for block sizes up to 8KB for CRC-32 and 64KB for Adler-32 as well as Fletcher-32. A Hamming distance of three is important to ensure that a error is not only detectable but also correctable. [SS02]

The efficiency of an algorithm’s hardware implementation is another important metric. When implemented in software, Fletcher’s checksum is typically considered to be computationally cheaper while providing less robust error detection than CRC [MK09]. When implemented in hardware this statement does not hold. Caplan et al. developed and evaluated hardware implementations of CRC and Fletcher’s checksum in FPGA (field-programmable gate array). Their results show that CRC is much more efficient than Fletcher’s checksum in terms of throughput per register and in terms of throughput per ALUT. ALUT stands for adaptive lookup table and represents a certain amount of logic needed inside an FPGA. Even a 64-bit CRC achieves higher throughput per ALUT or per register than an 8-Bit Fletcher’s checksum. [Cap+14]

The characteristics of the discussed algorithms are summarized in Table 3.1. \( P_{ud} \) is the probability of an undetected error. The block size is expressed in bits and is the maximum block size that can be protected while maintaining a hamming distance of three. Throughput, the amount of logic needed, and efficiency refer to a possible hardware implementation.
### Table 3.1: Characteristics of selected checksum algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$P_{ud}$</th>
<th>Block size</th>
<th>Throughput</th>
<th>Logic</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRC-32</td>
<td>$10^{-40}$</td>
<td>$2^{16}$</td>
<td>$\oplus$</td>
<td>$\oplus\oplus$</td>
<td>$\oplus\oplus$</td>
</tr>
<tr>
<td>CRC-32C</td>
<td>$10^{-40}$</td>
<td>$2^{31} - 1$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
</tr>
<tr>
<td>Fletcher32</td>
<td>$10^{-36}$</td>
<td>$2^{19}$</td>
<td>$\ominus$</td>
<td>$\ominus$</td>
<td>$\ominus$</td>
</tr>
<tr>
<td>Adler32</td>
<td>$10^{-35}$</td>
<td>$2^{19}$</td>
<td>$\ominus$</td>
<td>$\ominus\ominus$</td>
<td>$\ominus\ominus$</td>
</tr>
</tbody>
</table>

These values are difficult to compare, because Caplan et al. used different metrics than Satran and Sheinwald. Therefore the table shows representative indicators.

I chose to use CRC-32C for fingerprint computation, because it fulfills the requirements I discussed in the beginning of this section and is therefore a good basis for achieving my design goals. CRC-32C can protect large sized blocks while having the best error detection probability of the discussed algorithms. CRC-32C can be implemented much more efficiently than Fletcher-32 and Adler-32, but in total it needs slightly more logic than CRC-32. However, a slightly larger footprint does not violate my requirements as the total logic needed to implement CRC-32 or CRC-32C is negligible compared to the amount of logic needed to build a processor [SS02].

An alternative to hash functions was proposed by Sogomonyan et al. [Sog+01]. They used scan-chains to get a signature of the architectural state. Scan-chains are used for hardware debugging and therefore are already present on most chips. A scan-chain connects a chain of many flip-flops in a way that allows to shift their values through the chain. The resulting sequence of 1-bit outputs provides information on the architectural state and can be used for state comparison. A drawback of this solution is an increased error detection latency, because it may take some time until an error propagated through the whole scan-chain. Additionally this solution depends on the existence of scan-chains. If scan-chains are used and which parts of the architectural state they cover highly depends on the actual implementation.

### 3.2 General Design

So far I only talked about compressing the architectural state into one single fingerprint. However, I implemented two separate fingerprints: one for data and one for instructions. The data fingerprint summarizes all writes to registers and memory. Whereas the instruction fingerprint summarizes the instruction flow. The advantage of having a separate instruction fingerprint is that this fingerprint can be pre-calculated for certain parts of the program. For example this allows for hardware assistance in control-flow checking based on block signatures as proposed by Oh, Shirvani, and McCluskey [OSM02b]. Splitting the fingerprints is also wise with regard to possible hardware implementations. On a chip functional units are not always located close together. Collecting values from different units could introduce long
electrical paths and therefore could limit the maximum clock frequency \cite{Smo07}. It might be reasonable for future designs that are closer to the hardware to split the fingerprints even further, for instance to divide the data fingerprint into a register and a memory fingerprint.

As I design the fingerprint extension to be used in SWIFT systems like Romain, fingerprints will be associated to threads in those systems. A fingerprint associated to a thread shall summarize all updates to the architectural state that are committed in the thread’s context. It is important that fingerprints of identical threads match on each instruction. Therefore a fingerprint may only depend on instructions executed in the thread’s context and may not depend on any indeterministic results or on the occurrence of external events.

Hardware interrupts are external events that may occur randomly and have the potential to influence fingerprints. When an interrupt occurs, the CPU halts and loads an interrupt handler that is executed in kernel mode (ring 0 in x86). This handler terminates when the interrupt return instruction \textit{IRET} is executed. This instruction switches back to user mode (ring 3 in x86) and restores the thread’s state. This process updates the architectural state and therefore also modifies fingerprints. To ensure that a thread has always the same fingerprint on reexecution, the fingerprints have to be preserved on interrupts. This could be implemented by modifying the behavior of the interrupt entry and the \textit{IRET} instruction. On interrupt entry the current fingerprint could be stored alongside the current program counter and stack pointer. Then it could be restored on execution of the \textit{IRET} instruction. This mechanism would break backwards compatibility because most operating systems rely on the order and amount of values written to the stack on interrupt entry. Instead I decided to split the fingerprints into user mode and kernel mode fingerprints. Whenever instructions are executed in user mode, updates to the architectural state are compressed into the user mode fingerprints. Kernel fingerprints are updated whenever instructions are executed in kernel mode. This ensures that interrupt handlers or other code executed in kernel mode do not effect user mode fingerprints. Additionally the kernel fingerprints could be used to protect the kernel itself in future systems. However, then the kernel would need find a way to protect fingerprint non interrupts to ensure integrity.

So far I discussed how the fingerprints are computed and protected. But to be of any use, they also need to be accessible from within an application. The x86 ISA provides model-specific registers (MSRs) for the purpose of controlling hardware additions and optional features. MSRs are readable and writable by the special instructions \textit{rdmsr} and \textit{wrmsr}, respectively. These instructions are privileged and therefore must be executed by a kernel. I use four MSRs to store the current fingerprint values. The mapping between fingerprint values and MSR-addresses is shown in table \ref{tab:msrs}. The kernel may modify fingerprints as it likes by using these MSRs. In particular the kernel may store and restore fingerprints on task switches and provides an interface for user level applications.
### Table 3.2: Mapping between fingerprints and MSR addresses

<table>
<thead>
<tr>
<th>Fingerprint Value</th>
<th>MSR-Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel instruction</td>
<td>0xC0020000</td>
</tr>
<tr>
<td>kernel data</td>
<td>0xC0020001</td>
</tr>
<tr>
<td>user instruction</td>
<td>0xC0020002</td>
</tr>
<tr>
<td>user data</td>
<td>0xC0020003</td>
</tr>
</tbody>
</table>

#### 3.3 Implementing Fingerprinting in gem5

As discussed in section 2.6, gem5 provides CPU and memory back-end as fully exchangeable modules. First I needed to choose the CPU model on which my extensions are based. The timing of memory references is neither important for implementation nor for evaluation of fingerprinting. Therefore *TimingSimple* does not provide any advantage over the *AtomicSimple* CPU. The *InOrder* CPU is out of question because it does not work in combination with the x86 ISA [Vai14]. *O3* implements a superscalar CPU with out-of-order execution. Such a design needs special care in the context of fingerprinting as the order of instruction results committed depends on different factors. Dealing with the problems of a super-scalar system is beyond the scope of this work. A discussion of the occurring problems and possible solutions can be found in the literature [Smo07]. To ease the design process, I based my work on the *AtomicSimple* CPU. The level of detail this model provides is sufficient for my design as my goal is to evaluate the idea of fingerprinting as a basis for error detection in SWIFT systems.

![Figure 3.2: Functional principle of gem5.](image)

Figure 3.2 gives an overview on how gem5 simulates a system. CPU and ISA are closely coupled but are implemented in separate modules. Although the CPU performs all the work, the CPU itself does not depend on any ISA specific structures. The CPU accesses everything
that is ISA specific, for example registers or the decoder, through standard interfaces. The architectural state of a CPU is represented by a thread object. This object contains all architectural registers, the instruction pointer, and references to other simulation objects like decoder and memory ports. In gem5 architectural registers are divided into four groups: integer registers ($IntReg$), floating point registers ($FloatReg$), miscellaneous registers like control registers ($MiscReg$), and condition code registers ($CCReg$) that contain CPU flags.

The decoder is not part of the CPU as it is highly dependent on the the ISA. However, the decoding process is fully controlled by the CPU. The CPU is responsible for fetching new bytes and initiates the decoding process. Because instructions have no fixed size in x86 and instructions are not aligned to full words, the decoder may request additional fetches. When the CPU has fetched all instruction bytes, the decoder returns an object of type $StaticInst$. A static instruction contains all information that is needed by the CPU to execute the instruction. For instance it contains register operand indeces, memory addresses, and immediate values. A $StaticInst$ does not provide any dynamic information like the current instruction pointer or register values. As x86 is a complex instruction set computer (CISC) architecture, most instructions are microrcode. If the current instruction is a microrcode instruction, the corresponding $StaticInst$ is a macro-operation. Such a macro-operation consists of several micro-operations that are also represented by $StaticInst$ objects. The whole process of interaction with the decoder is implemented in the method $preExecute$ of the $AtomicSimple$ CPU.

$AtomicSimple$ CPU executes the current instruction simply by calling $execute$ on the current $StaticInst$ object. The CPU passes a reference to itself as an argument. This allows $execute$ to use the methods the CPU provides for accessing memories and registers. $AtomicSimple$ CPU implements the methods $setIntRegOperand$ and $readIntRegOperand$ for setting and reading integer registers, respectively. Similar methods exist for writing and reading $FloatRegs$, $MiscRegs$, and $CCRegs$. The term $Operand$ in the method names implies that the registers are not indexed directly. Instead the index just refers to the ordering of operands within the instruction. The operand indeces are then translated into global register indeces based on the context that the current static instruction provides. These indirect register references are especially important for the support of windowed registers in SPARC [SPA92]. Besides methods for register access the CPU also provides methods for memory access. Namely these methods are $readMem$ and $writeMem$.

I implemented fingerprinting in gem5 by introducing a new CPU model that I call $AtomicSignature$. This model is a modification of $AtomicSimple$. The general structure of the new model is shown in the UMD diagram in Figure 3.3. The classes are structured in the same way as for the simple CPU. The UML diagram only shows methods I referenced in the previous paragraphs, the ones I modified are printed bold. As $TimingSimpleCPU$ and $AtomicSimpleCPU$ share most of their functionality, it is also possible to implement a $TimingSignature$ CPU based on my modifications.

As my goal is to detect errors within the CPU, I need to compress all its outputs into the data fingerprint. These outputs are new register values on register writes, new memory
values as well as virtual addresses on stores, and virtual addresses on loads. However, I can exclude virtual addresses on loads from fingerprint computation, because reading from memory does not change the architectural state. If a load is performed on a erroneous address and a wrong value is read, the error will become visible eventually, for instance when the value is written to a register. At this point I have to note that a load from an erroneous I/O-address may have side effects and therefore should be detected. However, detection based on fingerprints does not provide any benefit as the side-effect cannot be undone. Instead an additional solution that intercepts erroneous I/O-address accesses needs to be found. However, this problem is beyond the scope of this work and is therefore not considered in my design.

Computation of fingerprints is performed by a new encoder object to which the CPU refers. This object is an instance of the new abstract class `BaseEncoder` that is also shown in Figure 3.3. This new class is responsible for loading of the old fingerprint from the corresponding MSR, computation of the new fingerprint, and storing the new value in the MSR. As the method `calculateHash` is virtual, the base class can be implemented in different ways for supporting various hash algorithms. I implemented the class `CRC32CEncoder` to support CRC-32C. For CRC computation I used the Boost CRC library [Wal01].

This design allows for easy computation of fingerprints. Calculation of the data fingerprint is as easy as adding a call to `encodeData` in every method of the CPU that updates the architectural state. These methods are `writeMem` and the four methods that are used for

---

**Figure 3.3:** UML diagram showing the new `AtomicSignatureCPU`
setting registers. Unfortunately, it is not as simple as that, because there are some cases where the fingerprint should not be updated. As discussed in section 3.2, the fingerprints are protected on interrupts by splitting them into user mode and kernel mode interrupts. However, as x86 is a microcoded architecture, switches into the kernel and back to the user are not atomic. Instead switches are performed in several micro-operations. Therefore a micro-operation that is performed before the actual switch to kernel mode may modify the fingerprints. The same applies for operations executed after the switch back to user mode in the IRET instruction. My solution for this problem is to disable fingerprint computation when an interrupt entry is performed or the IRET instruction is executed. The necessary check is performed by the newly added method isEncodeAllowed. This way I can ensure the integrity of the fingerprints on interrupts. However, errors occurring during an interrupt entry or interrupt return are not covered directly by fingerprinting. But most of these errors should be detected in later execution as the control flow changed or an erroneous stack pointer was loaded.

As the x86 ISA is microcoded, it provides additional micro-architectural registers that are not visible on the instruction level. In gem5 the micro-machine uses these additional registers for internal computations but does not distinguish between registers that are part of the ISA and registers that are part of the micro-architecture. Both register sets are accessed using the same set of methods. Although computing fingerprints on the micro-architectural state would increase error coverage, I only included basic AMD64 registers into fingerprint computation. Therefore I added an index check before calling encodeData in each of the four methods for setting registers. I excluded the micro-architectural state from fingerprint computation, because the behavior of the micro-machine is not defined generally and could vary significantly in different x86 implementations. Especially gem5’s micro-architecture caused several problems because some intermediate values, in particular some of the internally used flags, may differ on reexecution.

The instruction fingerprint is computed within the method preExecute that is responsible for managing the decoding process. Fingerprint computation is performed on each new instruction word that is fetched from memory. The instruction pointer is not part of fingerprint calculation, as an erroneous instruction pointer will become visible indirectly by fetching different values from memory. It would be nice to calculate the instruction fingerprint based on the decoder output, because this way also errors induced by the decoder would be covered. Unfortunately, this behavior is rather difficult to implement in gem5, as the decoder output is an abstract object and not a set of electrical signals. Errors induced by the decoder will become visible eventually, as register or memory values will change when a wrong instruction is executed.
3.4 Managing Fingerprint Registers in Fiasco.OC

So far I discussed how I implemented fingerprinting as a hardware extension. Now I will explain my changes to the software running on top of it. First I needed to modify Fiasco.OC so that it is aware of the fingerprint MSRs and associates them to threads. The kernel has to ensure that it restores the fingerprint MSRs whenever it resumes a task that was preempted before. Therefore the kernel needs to associate fingerprints with threads and store the fingerprints on each context switch. At this point it becomes clear why it is important to provide write access to fingerprint as discussed in Section 3.2.

To implement fingerprint preservation on context switches, I simply added two new attributes to the Context class in Fiasco.OC. They hold the values of data and instruction fingerprints. The kernel performs context switches by calling the method `switchin_context` on the current context object and passing a pointer to the new context as an argument. I extended this method, so that it simply stores the current fingerprints in the current context object before it reinitializes the fingerprints by loading the values from the new context object into the MSRs.

Besides storing and restoring fingerprints on context switches, the vCPU object also needs to be aware of fingerprints. When a vCPU raises an exception, it is migrated to another process that handles the exception. The user fingerprints need to be stored in the vCPU object on such a migration, so that the handler process can read and modify them. When the handler process finishes, it tells the kernel to resume the vCPU. On that switch the kernel has to load the fingerprints from the vCPU object and write them to the MSRs. This whole process is fundamental for error detection and recovery in Romain. The master process not only needs to be able to read and compare the fingerprints of its replicas, but it also needs to be able to restore the fingerprints on recovery.

I implemented this process by adding `fp_data` and `fp_inst` as new attributes to the structure representing the architectural state of a vCPU. A switch from a vCPU to its handler process is performed by the method `vcpu_pv_switch_to_kernel` that is part of the context object. I extended this method, so that it reads the user fingerprint MSRs and stores them within the vCPU structure. The switch back to the vCPU is performed by the method `vcpu_pv_switch_to_user`. Here I added code that reads the fingerprint values from the vCPU structure and writes them back into the MSRs.

3.5 Fingerprint Comparison in Romain

The modifications discussed in the previous section provide user level access to fingerprints. Now I have the basis for discussing fingerprint comparison in Romain but first I need to explain my changes in L4. The structure representing the architectural state of a vCPU is
defined in the package l4sys. I extended this structure by two attributes for user fingerprints, as I did in the corresponding kernel structure. The package libvcpu wraps vCPU functions into an easy to use user level library. I had to add a method arch_state that returns a pointer to the structure defined in l4sys to allow for access to the fingerprints.

My modifications to Romain are rather straightforward. I need to ensure that each replica starts with the same initial fingerprint. Therefore I initialize the fingerprint values of the vCPU object with zero. Romain compares the replicas architectural states by summing up all integer registers and then comparing the resulting checksums. This checksum calculation is done in the method csum_state of the class App_thread that represents a replica. I simply replaced the summation of integer registers by a summation of the replica’s data and instruction fingerprints. Furthermore I added code that restores the fingerprints on recovery, so that all replicas use the same initial fingerprints on resume. With these additions Romain is able to perform fingerprint comparison for error detection.
4 Evaluation

In this chapter I evaluate the design I discussed in Chapter 3. I analyze the error coverage of the fingerprint extension and of the system in its whole. Therefore I need to inject faults into the system and observe the resulting behavior. Based on these observations I can draw conclusions on the system's error coverage. As fault injection is a technique commonly used for evaluation of fault tolerant systems, several approaches have been developed. A survey on fault injection techniques can be found in the literature [ZAV03].

Fault injection techniques can be divided into software implemented and hardware implemented techniques. Software implemented techniques inject faults either by modifying the examined program at compile-time or by injecting faults through runtime services on certain events. Both techniques rely on modifications to the system and the examined application and therefore may have an influence on the system itself. As my design is based on the gem5 processor simulator, I have direct access to the architectural state. This allows for direct fault injection in the architectural state without modifying the system itself. As gem5 is not available as a back-end for fault injection frameworks like GOOFI [SBK10] and Fail* [Sch+12], I built my own solution as described in Section 4.1.

To get reliable results, it is important to base any conclusions on a sufficient amount of experiments. However, at this point it has to be stated that I only have limited resources. Therefore my experiments are based on small applications or on a small subset of larger applications.

4.1 Fault Injection in gem5

gem5 itself does not support fault injection and does not provide any interface that allows to modify the architectural state from outside the simulator. Therefore I extended gem5 to allow for fault injection. I added three command line options that can be used to flip bits in integer registers and memory cells. These options are shown and explained in Listing 4.1.

With this extension the faults are injected on startup before the first instruction is executed. Fault injection at arbitrary points is possible in combination with gem5's checkpointing feature. In gem5 a checkpoint stores the whole state of the simulated machine and may be created at any time. gem5 is able to load a checkpoint and resume execution even when the configuration changed. Based on such a checkpoint, I can start new simulations with
modified architectural states. I automated this process of checkpoint creation and fault injection in a set of Perl scripts to be able to perform a large amount of fault injections.

```
--fault-reg-idx=FAULT_REG_IDX  inject fault into the specified register
--fault-mem-addr=FAULT_MEM_ADDR inject fault at the specified memory address
--fault-xor-mask=FAULT_XOR_MASK apply this XOR-mask on the specified location
```

Listing 4.1: New command line options added for fault injection in gem5

### 4.2 Experiment 1: Full Register Test

I designed the first experiment to validate the error detection characteristics of the fingerprint extension itself. Therefore this first experiment does not use replication based on Romain. This experiment injects a fault into each bit of each of the 16 integer registers for each examined instruction. As an integer register has 64 bits, 1,024 fault injections need to be performed for each instruction. Because the total amount of injections that I am able to perform is limited, this experiment is based on a small application. The examined application is an implementation of the CRC64 algorithm. The source code of this application is shown in Listing 4.2.

gem5 provides functions that allow for control of the simulator from within an application running on that simulator. This functionality is implemented by the use of pseudo-operations, which are reserved by the ISA but trigger functions in gem5. `m5_checkpoint(0,0)` immediately creates a checkpoint. I use this checkpoint as a starting point for my experiment. To be able to print the current fingerprints at a certain point in a program, I added the pseudo instruction `m5_printsignatures`. By comparing the printed fingerprints, I can determine if a fault that was injected before `m5_printsignatures()` resulted in a fingerprint mismatch. Therefore the part of the program that is covered by my experiment is everything in between the lines 8 and 22 in Listing 4.2. For the argument “Bickerstaffe” a total of 1,274 instructions is covered. I excluded the call to `printf` from my examination as otherwise the total amount of instructions would easily exceed 10,000. However, `printf` can be excluded, because it is just used to display the result and is not part of the computation itself. Additionally, I compared the fingerprints again after `printf` to analyze differences in the distribution of results.

In total the experiment consists of 1,304,576 fault injections. I classified their outcomes in four categories by analyzing the program output and the fingerprint values. The results are visualized in Figure 4.1. As discussed in Section 2.2, an injected fault is a benign fault if no error is detected and the program output does not change. If fingerprints are compared before the call to `printf`, about 67% of all injected faults are benign faults. This result is
# define CRC64MASK 0x42F0E1EBA9EA3693 // CRC-64-ECMA Bitmask

```c
int main(int argc, char **argv) {
    // check if argument is valid
    m5_checkpoint(0,0); // create
    unsigned long crc64 = 0; // shift register
    char* str = argv[1];
    char c = *str;

    // simple implementation of CRC64
    while(c) {
        for (int i = 0; i < 8; i++) {
            if (((crc64 & (1 << 63)) ? 1 : 0) != ((c & (1 << i)) >> i))
                crc64 = (crc64 << 1) ^ CRC64MASK;
            else
                crc64 <<= 1;
        }
        str ++;
        c = *str;
    }

    m5_printsignatures(); // (1) print signatures before
    printf("0x%16lX
", crc64); // the result is printed
    m5_printsignatures(); // (2) and again afterwards
    m5_exit(0); // abort simulation
    return 0;
}
```

Listing 4.2: CRC64 implementation used for examination in Experiment 1 and 2

not surprising as the examined algorithm only works on a subset of the available registers and therefore many faulty bits are never read. About 24% of all injected faults resulted in a fingerprint mismatch and are therefore detected errors. 65% of the detected errors actually resulted in an erroneous program output. A smaller fraction of 6.5% of the injected faults resulted in runtime errors. Runtime errors are for instance page faults caused by a memory read from an erroneous address. This error class cannot be prevented by fingerprinting itself but in combination with Romain runtime errors are detected as Romain intercepts all events. The remaining 2.6% of all injected faults resulted in a much longer execution time and where intercepted by a timeout. A longer execution time may be caused by an erroneous iterator variable or by a incorrect jump into an infinite loop. On timeouts and runtime errors the m5_printsignatures instruction was not reached and therefore no conclusion on the error coverage can be made. Overall not a single SDC occurred. Every error that resulted in an erroneous program output was detected by the first fingerprint comparison.
For comparison I also evaluated fingerprints after the call to `printf`. At this point the distribution of results varies significantly. About 68% of the injected faults result in a fingerprint mismatch and are therefore detected errors. Only 23% are benign faults. This difference, compared to the first fingerprint comparison, occurs because `printf` is a more complex algorithm than my CRC64 implementation and therefore uses a larger register set. Faults that remained unseen before may become visible when `printf` reads erroneous registers. Of course `printf` does not load any registers it did not write before, but it may use registers only partially to store values shorter than 64 bits. Although the most significant bits are not used by the program, the CPU always works on whole registers. Therefore faults in unused register parts become part of the fingerprint.

The results of this experiment show that fingerprints can reliably detect errors that influence the program outcome. Additionally fingerprinting detects a large set of errors that do not influence the program outcome and therefore could be classified as benign faults. However, it is important to detect these errors as they have the potential to reside in the system and externalize eventually. As explained in section 2.4 such an undetected error has the potential to transfer to other replicas and may cause a failure of the whole system. That fingerprinting is able to detect this particular class of errors is shown in Experiment 4.
4.3 Experiment 2: Full Register Test with Romain

My second experiment is a repetition of Experiment 1, but this time the examined application runs on top of Romain. Thereby Romain uses fingerprint comparison for error detection. Therefore this experiment allows for estimation of the error coverage of the complete system. For comparability I used the same algorithm with the same argument as in Experiment 1 and also performed a full test. In this experiment I observed three different outcomes. For comparison the distribution of outcomes is also visualized in Figure 4.1. The biggest group are detected and recovered errors. This group encompasses over 71% of all injected faults. 26.3% of all injected faults are benign faults. The remaining 2.7% resulted in a timeout. In this experiment no runtime error occurred because Romain intercepts all page faults or other events that may occur and performs a state comparison. Not a single silent data corruption occurred during the experiment. The results show that Romain using fingerprint based state comparison reaches a similar error coverage as when fingerprints are compared manually. Overall a high error coverage is reached. Additionally the occurrence of timeouts shows that Romain is not able to detect errors that lead into a very long execution time. This is a general problem of Romain as state comparisons are only performed on events but the period of time between two events may be arbitrary long.

4.4 Experiment 3: Full Memory Test with Romain

The composition of Experiment 3 is similar to Experiment 2 but now faults are injected into memory. Because the CRC64 algorithm, that I used in the previous experiments, uses only a limited amount of memory references, it is not suitable for memory fault injection. Instead I examined the benchmark qsort from the MiBench suite [Gut+01]. This experiment injects a fault into each memory bit that qsort reads. Therefore I created a profile, based on gem5’s instruction trace. This profile contains a list of all instructions that read from memory. To keep the total amount of fault injections manageable, I reduced the program input to a total of 20 strings with a maximum length of three characters. Additionally my examination is limited to the actual algorithm, similar as in Experiment 1 and 2. The parts of the program responsible for displaying the results and loading the input file are not part of my examination.

In total I performed 104,080 fault injections. With 98.8% almost all injected faults where detected by Romain. This behavior is not surprising because on most instructions the value read from memory is directly written to a register or another memory location. Therefore a value read from memory almost always becomes part of the data fingerprint. An exception is the return instruction RET. gem5’s implementation of RET reads the return address from memory and then truncates the address as internally only 48-bit addresses are used. Therefore an fault injected into the return address may get masked and results in a benign fault. This happened for a total of 1,141 injected faults. 57 injected faults resulted in a crash.
of gem5. This crash is a side effect that occurs when an I/O-address is accessed and gem5 is not able to map this address. Actually, a direct access to an I/O-address performed by the application should result in a page fault. However, as no page fault occurs this probably points to a security problem in the operating system and needs further investigation. Overall the experiment showed that fingerprinting is able to detect almost all faults injected into memory. Side effects caused by I/O-address accesses are a remaining problem and need to be resolved eventually.

### 4.5 Experiment 4: Random Fault Injection

The previous experiment showed the general potential of fingerprint based state comparison. My final experiment is designed to compare the error coverage of Romain without any modifications and Romain with fingerprint based state comparison. The benchmarks I used for this experiment are `qsort` and `bitcount` from the MiBench suite [Gut+01]. In this experiment I did no full test, instead I injected faults at randomly selected instructions. Therefore I created a profile containing a list of all reads from integer registers and from memory. For each injection I randomly selected a read and flipped a random bit in the selected register or at the selected memory address. By only injecting faults into registers or memory cells that are read, I ensure that the injected fault has the potential to lead into an error. Otherwise many simulations would result in a benign fault and therefore can’t be used to compare error coverage. However, as I select the faults to be injected randomly from a list, this experiment does not reflect reality. In reality the distribution of faults is equally distributed over time and space. A value that is stored for a long time is more likely to become erroneous than a value that is stored for the duration of a few instructions. However, for the purpose of comparing error detection characteristics based on the same data set this experiment is sufficient.

For this experiment I used a slightly modified version of Romain. This version compares the state of its replicas based on fingerprinting and based on register state comparison, which Romain uses per default. Romain prints a message when one of the methods detected a state mismatch but does not perform recovery. By observing Romain’s output I can determine which method detected an error and which one detected the error first.

In total I performed about 25,000 fault injections for each benchmark. For `qsort` 22.7% of all faults where injected into memory. For `bitcount` only 2.9% where injected into memory. This difference reflects the fact that `qsort` uses significantly more memory references than `bitcount`. The results of the experiment are visualized in Figure 4.2.

75.7% of all faults injected into the `qsort` benchmark are detected as an error by fingerprint comparison. Register state comparison only detects 43.3% of all injected faults as errors. It is remarkable that Romain with register state comparison is not able to detect a total of 113 errors that effectively lead to an erroneous program output. This is possible because Romain
Fault injection based on the bitcount benchmark shows different results. Again fingerprint comparison detects every error that results in an erroneous program output. In total 50.2% of all injected faults are errors detected by fingerprint comparison. Register state comparison misses a large set of faults that lead to silent data corruptions. These are 15.0% of all faults. In contrast register state comparison only detects 8.5% of all injected faults as errors. Two injected faults led to a crash of gem5 because of accesses at erroneous I/O-addresses. 3.4% of all injected faults led to a timeout and are therefore not detected.

In addition to the results discussed so far, I measured the number of state comparisons that are performed until an error is detected. Based on fingerprints every error was detected immediately on the next state comparison. For the qsort benchmark register state comparison detected only 95.0% of all detected errors immediately. For the bitcount benchmark Romain using register state comparison detected every detected error immediately. However, as only 8.5% of all faults where errors detected by register state comparison, I cannot draw a conclusion on error detection latency based on the bitcount benchmark.
Overall the experiment shows that Romain based on fingerprint comparison has a significantly higher error coverage than Romain based on register state comparison. In particular it was shown that fingerprinting is able to detect errors that lead to silent data corruptions when register state comparison is used. In addition I showed that fingerprinting reduces the error detection latency as every error is detected immediately on the next state comparison.
5 Conclusion And Outlook

This work discussed the design of a fingerprint extension for x86 based on the gem5 processor simulator. In Section 3.1 I started with preconsiderations that allow for the requirements of possible hardware implementations. This way I ensure that my extension has the potential to become part of future COTS systems. Additionally, a design with regard to real hardware implementation allows for realistic results. Reaching high error coverage in a simulation does not provide any benefit when the design is not feasible for hardware implementations in the near future. In Section 3.3 I described my implementation in gem5 and explained ISA specific problems that occurred during implementation. Although I implemented fingerprinting specifically for x86, the extension should be easily portable to other ISAs. As my design is based on gem’s ISA independent CPU model, the general design of the fingerprint extension is also ISA independent. However, the method used for fingerprint access and solutions for ISA specific problems need to be implemented specifically for each ISA. In the final part of Chapter 3 I discussed my modifications to the software stack. This modifications provide an user level interface for fingerprint access and allow for fingerprint comparison in Romain.

In Chapter 4 I evaluated my design based on the Romain replication framework by a variety of fault injection experiments. This evaluation showed that the fingerprint extension is able to achieve a high error coverage. Romain detects significantly more errors when using fingerprints for state comparison as when using register state comparison. Overall not a single silent data corruption occurred. In all experiments errors where detected through a fingerprint mismatch immediately on the next state comparison issued by Romain. Therefore fingerprinting can be used to set a upper bound for error detection latency.

Despite an increased error coverage, evaluation also showed that there are remaining problems. As Romain only performs state comparison on interrupting events, errors are not detected when a replica is trapped in an infinite loop. However, in combination with a watchdog timer as proposed by Kriegel [Kri13] an upper bound for the error detection latency could be set. Furthermore the experiments showed that access to I/O-addresses may cause side-effects. In particular reads from undefined I/O-addresses lead to crashes in gem5. As a side-effect of an erroneous access to an I/O-addresses is not recoverable, the access needs to be intercepted immediately. Erroneous accesses to I/O-addresses are a general problem of Romain and need further investigation. However, fingerprinting alone is not able to prevent erroneous accesses to I/O-addresses as it is only able to detect errors after an operation on erroneous data was performed.
Although I designed the fingerprint extension with regard to real hardware implementations, it is difficult to estimate costs for an implementation in a modern processor. As my work is based on a simple model, it does not allow for modern architectures that use use superscalar out-of-order pipelines. The complex design of modern processors is a challenge for fingerprinting as the order of commits of instruction results may vary on reexecution. To get a deeper understanding on the problems of a super-scalar design and the design costs for possible solutions, a future design could be based on gem5’s O3 model.

The use of an abstract model does also not allow for a precise estimation of hardware costs. Compared to hardware-only solutions I reduced the hardware cost drastically, as only a detection mechanism is needed. However, based on my model I cannot estimate the total cost. The complexity of a hardware implementation for the most part is determined by the complexity of the checksum algorithm. The amount of logic that is necessary for an implementation of CRC-32C is negligible compared to the amount of logic a processor needs [SS02]. However, more interesting are the timing characteristics of a hardware implementation and how they might effect the timing of the whole processor. To estimate the hardware costs more precisely, one could implement the fingerprint extension using a hardware description language (HDL). The resulting model could be simulated based on input generated by a processor simulator. Based on this HDL model one could determine the total amount of logic that is necessary for a hardware implementation and would be able to analyze the timing characteristics.

Despite Romain also other applications benefit from a fingerprint extension in hardware. Control-flow checking as proposed by Oh, Shirvani, and McCluskey [OSM02b] could use precalculated instruction fingerprints for signatures associated to nodes. By comparing precalculated and actual fingerprints at certain points in a program, errors in the control-flow can be detected. This technique is also interesting in the context of security. Fingerprinting implemented in hardware not only can detect soft errors but also can detect anomalies caused by control-flow attacks.
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