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Abstract
Dynamic voltage and frequency scaling (DVFS) is a
commonly-used power-management technique where
the clock frequency of a processor is decreased to allow
a corresponding reduction in the supply voltage. This re-
duces power consumption, which can lead to significant
reduction in the energy required for a computation, par-
ticularly for memory-bound workloads.

However, recent developments in processor and mem-
ory technology have resulted in the saturation of pro-
cessor clock frequencies, larger static power consump-
tion, smaller dynamic power range and better idle/sleep
modes. Each of these developments limit the potential
energy savings resulting from DVFS. We analyse this
trend by examining the potential of DVFS across three
platforms with recent generations of AMD processors.
We find that while DVFS is effective on the older plat-
forms, it actually increases energy usage on the most
recent platform, even for highly memory-bound work-
loads.

1 Introduction
Dynamic voltage and frequency scaling (DVFS) is a
commonly-used technique to save power on a wide range
of computing systems, from embedded, laptop and desk-
top systems to high-performance server-class systems.

DVFS is able to reduce the power consumption of a
CMOS integrated circuit, such as a modern computer
processor, by reducing the frequency at which it oper-
ates, as shown by

P = CfV 2 + Pstatic (1)

where C is the capacitance of the transistor gates
(which depends on feature size), f is the operating fre-
quency and V is the supply voltage. The voltage required
for stable operation is determined by the frequency at
which the circuit is clocked, and can be reduced if the
frequency is also reduced. This can yield a significant
reduction in power consumption because of the V 2 rela-
tionship shown above.

Previous research [6–8] has attempted to use DVFS to
improve the energy efficiency of processors by analysing

the way workloads use memory. In the past, a reduction
in CPU frequency did not have a significant impact on
the performance of workloads with a high miss ratio in
the last-level cache (LLC). This is because the processor
wastes a large proportion of cycles stalled waiting for the
memory-subsystem to provide operands for instructions.

Unfortunately, the energy saving benefits of using
DVFS are diminishing. In this paper, we will look at
several factors influencing the effectiveness of DVFS in-
cluding:

• scaling of silicon transistor technology;
• increasing memory performance;
• improved idle/sleep modes; and
• complexity of multi-core processors.

We analyse three generations of systems from the
last seven years based on processors from the AMD
Opteron family, specifically looking at how the above
factors have influenced the energy saving opportunities
presented by DVFS. We show how accounting for idle
energy changes the perceived benefits of DVFS and how
sleep/idle modes affect this.

Section 2 outlines some of the prior work that has at-
tempted to leverage DVFS as a power management tech-
nique. Section 3 discusses our experimental methodol-
ogy and we present our findings in Section 4. An anal-
ysis of the factors influencing the effectiveness of DVFS
is given in Section 5 and in Section 6 we present our con-
clusions.

2 Related Work
Previous research has attempted to leverage DVFS as a
means to improve energy efficiency by lowering the CPU
frequency when cycles are being wasted, stalled on mem-
ory resources. Energy can only be saved if the power
consumption is reduced enough to cover the extra time
it takes to run the workload at the lower frequency. It is
this trade-off which we will analyse in the next section.

Weiser et al. were the first to propose the use of DVFS
to reduce the energy consumption of computer proces-
sors [7]. They used simulated execution traces and the
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Figure 1. Normalised energy use of two benchmarks under

DVFS on a Latitude laptop

for run-time phase detection and prediction [Isci 2006]. We

see this work on workload prediction as being highly com-

plementary to our approach, since we presently employ a

very simple workload predictor. In the same manner, ma-

chine learning techniques [Kephart 2007] could be used to

improve the system’s predictive ability, as well as tune power

and performance estimators using on-line feedback.

[Mahesri 2004] found that a laptop CPU uses between

10 and 50% of the system’s power depending on work-

load. While the CPU is a significant contributor to overall

power consumption, it does not necessarily dominate. Con-

sequently, there has been work on developing complete sys-

tem power models based on run-time statistics [Heath 2005,

Economou 2006, Bircher 2007].

ECOsystem [Zeng 2005] was an attempt to build an

explicitly energy-aware operating system, introducing a

system-wide abstraction for the energy used. The purpose

was to budget the energy available to individual processes.

The models concentrated on I/O power and are therefore

complementary to the work presented here. Virtualisation

adds yet another dimension to energy and resource account-

ing [Stoess 2007].

Recently, the case has been made for improved hard-

ware support for power management. [Barroso 2007] ar-

gued for lower-power idle modes, based on the observation

that servers were nearly always less than 50% utilised. In

addition, they pointed out the need for more active-power

management mechanisms for devices such as memory, net-

work cards and disks. NVIDIA have recently introduced

such mechanisms [NVIDIA Corporation 2007]. Such active

management features would result in systems with many

interacting settings. We consider our energy-modelling ap-

proach as core to the effective management of such a system.

[Peddersen 2007] investigated a methodology for detecting

which events within a CPU should be used to estimate power

consumption, which provides the basis for a hardware man-
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Figure 2. Performance of a memory-bound application

(gzip) under frequency scaling on a PXA270-based plat-
form. Lines connect settings with the same memory but dif-

ferent core frequencies.

ufacturer to provide more suitable PMCs for energy estima-

tion.

3. Power Management Challenges

Our investigation of a wide range of platforms and work-

loads demonstrated the shortcomings of commonly-used

energy-management heuristics – they frequently fail to

achieve their goals. Here we present our main observations,

which were obtained with the the methodology described in

Section 5.

3.1 Workload dependence of DVFS response

Energy-management approaches are frequently based on

simplifying assumptions which neglect the fact that the re-

sponse to frequency scaling is highly dependent on workload

characteristics. This can lead to very poor results, as shown

in Figure 1.

Here we compare the responses of the CPU-bound gzip
and the memory-bound swim benchmark on a Dell Latitude
D600 laptop. As discussed in the literature, the execution

time of the CPU-bound program is proportional to the clock

period (inverse frequency), while for the memory-bound

program it is almost independent of CPU frequency. This

results in the energy consumption shown in the figure: Total

energy use for the CPU-bound benchmark is minimised by

running at the highest frequency (race-to-halt works well)

because this minimises the clock-independent memory en-

ergy and leakage losses in the CPU [Snowdon 2005]. In con-

trast, the memory-bound process minimises energy use at a

low (but not the lowest!) frequency. Clearly, an approach that

does not take workload characteristics into account will not

be able to deliver a reasonable result for both programs.
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REALITY CHECK

Figure 1: Normalised runtime (top) and energy con-

sumption (bottom) of 181.mcf at different frequencies on

the Sledgehammer and Santa Rosa platforms.

4 Experimental Results
Figure 1 shows results obtained from running a single in-

stance of 181.mcf on the Sledgehammer based platform

and one or two instances (running in parallel on differ-

ent cores) on the Santa Rosa based platform. At the top,

runtime is normalised to that at the maximum frequency

and a performance hit is taken at the lower frequencies.

At the bottom, we show that energy consumption can be

reduced by using DVFS. In some cases, a saving of up to

a 34 % can be achieved.

In contrast, Figure 2 shows either one, two or four in-

stances of 181.mcf on the more recent Shanghai based

platform. Again, the top graph shows normalised run-

time which increases with a reduction in frequency.

However, the bottom figure shows that energy consump-

tion increases with the use of DVFS in all three cases.

5 Analysis
5.1 Scaling of Silicon Transistor Technology
As shown in Table 1, the transistor feature sizes of

the processors in our test systems have decreased from

130 nm to 45 nm in the 6 years spanning their re-

lease. Smaller transistors have a lower threshold voltage

and, because sub-threshold leakage grows exponentially,

more current is lost into the transistor substrate. Proces-

sors with smaller transistors can run at higher frequencies

with lower supply voltages. The net effect is a reduction

in the dynamic range of power consumption that DVFS

can utilise and an increase in static power consumption.

Figure 2: Normalised runtime (top) and energy con-

sumption (bottom) of 181.mcf at different frequencies on

the Shanghai platform.

5.2 Improved Memory Performance
In the past, there has been a growing gap between CPU

and memory performance. Processor vendors have at-

tempted to mitigate this by including multiple levels of

cache in the memory hierarchy and using various other

techniques to leverage data locality in workloads. We

no longer see significant increases in the clock speeds of

CPUs, however due to transistor scaling, we have much

larger transistor budgets, which are often used for multi-

ple cores and larger caches. However, memory speed is

still improving with respect to a single CPU core. This

increases the scope to use prefetching to further hide

memory access latency by reducing the number of cache

misses. This allows for better utilisation of the available

memory bandwidth for workloads that can only make use

of a single core. Newer generations of processors also

have a larger prefetch distance, reducing cache miss rates

even more.

Figure 3 demonstrates the performance benefit

achieved from DRAM prefetching for SPEC CPU2000

workloads on the Shanghai platform. Some workloads

more than double their execution time when prefetching

is disabled. This clearly shows how important prefetch-

ing is on newer platforms, where a single core cannot

issue memory requests fast enough to saturate the mem-

ory bus. 181.mcf is an exception, where the DRAM

prefetcher actually reduces performance by about 12 %

because it wastes memory bus cycles by pre-fetching

useless data.

We also observed that on the older platforms, mem-
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REASONS

• scaling of silicon transistor technology

• increasing memory performance

• improved idle/sleep modes

• complexity of multi-core processors
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IDLE PADDING

Figure 4: Energy consumption and energy-delay product
for 181.mcf on the Shanghai platform when padded with
idle energy.

because workloads running on multiple cores must be
analysed as a whole in order to determine whether or
not to scale frequency. The most recent AMD Opteron
(Shanghai) used in our tests provides a single voltage do-
main, but independent frequency domains. Each core can
operate at a different frequency, but the voltage must be
no lower than that required by the core operating at the
highest frequency.

6 Conclusions
We have analysed the best-case effectiveness of DVFS
on three recent generations of AMD Opteron processors,
using an extremely memory-bound benchmark. Our re-
sults show that on the most recent platform, the effective-
ness of DVFS is markedly reduced, and actual savings
are only observed when shorter executions (at higher fre-
quencies) are “padded” with the energy consumed when
idle (i.e. looking at the energy use for a fixed amount
of work). The frequently employed energy-delay prod-
uct, which balances energy savings against performance
losses, is minimised at the highest frequency in all but
the most extreme case where highly memory-bound pro-
cesses are run on all cores concurrently.

Our analysis is simplified by only considering a single
memory-bound benchmark, however this is the situation
where DVFS has the highest chance of being effective.
We have also only considered the effectiveness of DVFS
on server-class platforms, while DVFS may still be ef-
fective on other platform, such as smart-phones [3].

The research presented in this paper also focuses only
on processors manufactured by AMD. Intel processors,

while experiencing the same trends, can also use DVFS
to increase the frequency of a single core when other
cores are idle. This so-called “Turbo-Boost” technol-
ogy can improve performance and energy-efficiency of
single-threaded workloads, by opportunistically increas-
ing frequency in order to complete work in a shorter time,
and then entering low-power sleep modes.

AMD has already released their next-generation 45nm
Opteron processors, codenamed Istanbul and Magny

Cours which utilise faster DDR3 DRAM, have more
cores running at lower voltages and have larger DRAM
prefetch distances [1]. Intel has moved production into
their 32nm fabrication process and AMD will soon fol-
low with their Bulldozer architecture. Furthermore, both
AMD and Intel have 22 and 16nm transistor feature sizes
in their roadmaps which will further diminish the ben-
efits of DVFS due to rising static power consumption
and reduced dynamic power range. Given the shrink-
ing potential for saving energy, it seems only a matter
of time until manufacturers abandon DVFS in favour of
ultra low-power sleep modes.
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CONCLUSION

• do not try minimizing idle time
(as Linux’ ondemand governor does)

• race to idle instead

• remember: this was a worst-case 
memory-bound benchmark



DISCUSSION

• CPU energy management solved?

•Will this happen to other devices?

• Is it better to have devices self-manage 
their energy?

• Is energy management just batching?


