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Motivation

Increasingly parallel and asymmetric hardware (architecture + performance)
Existing runtimes in competitive environments
Partitioning vs. sharing on real hardware
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Oversubscription

+
Compensate for data and control dependencies
Decrease resource contention
Improve CPU utilization

−
Overhead for migration, context switching and lost hardware state (negligible)
Slower synchronization due to increased contention
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Setup

MPI (MPICH 2), UPC, OpenMP
Synchronization: poll + yield
Linux 2.6.27, 2.6.28, 2.6.30
Intel compiler with −O3
NPB without load imbalances (separate paper)

Processor Clock GHz Cores L1 data/instr L2 cache L3 cache Memory/core NUMA
Tigerton Intel Xeon E7310 1.6 16 (4x4) 32K/32K 4M / 2 cores none 2GB no
Barcelona AMD Opteron 8350 2 16 (4x4) 64K/64K 512K / core 2M / socket 4GB socket
Nehalem Intel Xeon E5530 2.4 16 (2x4x2) 32K/32K 256K / core 8M / socket 1.5G / core socket

Table 1. Test systems.
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Figure 1. Barrier performance with oversubscription
at different core counts (legend) on AMD Barcelona. Sim-
ilar results are observed on all systems.
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Figure 2. Average time between two barriers and bar-
rier count for the UPC benchmarks on Nehalem . Similar
trends are observed on all systems and implementations.

2.8.0 compiler which uses -O3 for the icc back-
end compiler, while the Fortran benchmarks were
compiled with -fast, which includes -O3. Un-
less specified otherwise, OpenMP is compiled and
executed with static scheduling. We have used
MPICH 2 on all architectures. Due to space re-
strictions we will not discuss the details of the
NAS benchmarks (for a detailed discussion kindly
see [20]).

The execution time across all benchmarks ranges
from a few seconds to hundreds of seconds while
the memory footprints range from few MB to
GB. For example, the data domain in FT class
C is a grid of size 512x512x512 of complex data
points: this amounts to more than 2GB of data.
Thus, we have a reasonable sample of short and
long lived applications and a sample of small and
large memory footprints. For all benchmarks, we
compare executions using the default Linux load
balancing with explicit thread affinity manage-
ment, referred to as PIN. For PIN we generate
random initial pinnings to capture different initial
conditions and thread interactions and pin tasks
to cores using the sched setaffinity sys-
tem call at the beginning of program execution. To
capture variation in execution times each experi-
ment has been repeated five or more times; most
experiments have at least 15 settings for the initial
task layout. As a performance metric we use the
average benchmark running time across all repeti-
tions.

4. Benchmark Characteristics
Figure 1 presents the behavior of barrier imple-
mentations for the three programming models in
the presence of oversubscription: increasing the
number of threads per core increases the barrier
latency from few µs to tens of µs. The MPI over-
subscribed barrier latency is greater than UPC
and OpenMP due to the more expensive pro-
cess context switch. Note that these microbench-
mark results provide a lower bound for the bar-
rier latency when used in application settings.
UPC and MPI call sched yield inside bar-
riers when oversubscribed. The Intel OpenMP
runtime provides a tunable implementation con-
trolled by the KMP BLOCKTIME environment
variable. Unless specified otherwise, all results use
the default behavior of polling for 200 ms before
threads sleep. The other relevant settings are
KMP BLOCKTIME=0 where threads sleep im-
mediately and is designed for sharing the system
with other applications and
KMP BLOCKTIME=infinite where threads never
sleep and is designed for dedicated system use.
The barrier results with the default setting are rep-
resentative for the other two settings.

Figure 2 presents the synchronization behav-
ior of the UPC implementations on Nehalem : the
height of the bars indicates the average time be-
tween two barriers in ms, while the labels show
the number of executed barriers. The OpenMP
and MPI results are very similar and are omitted
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Benchmark Characteristics

Processor Clock GHz Cores L1 data/instr L2 cache L3 cache Memory/core NUMA
Tigerton Intel Xeon E7310 1.6 16 (4x4) 32K/32K 4M / 2 cores none 2GB no
Barcelona AMD Opteron 8350 2 16 (4x4) 64K/64K 512K / core 2M / socket 4GB socket
Nehalem Intel Xeon E5530 2.4 16 (2x4x2) 32K/32K 256K / core 8M / socket 1.5G / core socket

Table 1. Test systems.

0 

10 

20 

30 

40 

50 

60 

1/core 2/core 4/core 1/core 2/core 4/core 1/core 2/core 4/core 

UPC  OpenMP  MPI 

Tim
e (

mi
cro

sec
) 

Barrier Performance ‐ AMD Barcelona 

1 

2 

4 

8 

16 

160 

Figure 1. Barrier performance with oversubscription
at different core counts (legend) on AMD Barcelona. Sim-
ilar results are observed on all systems.

 0.1

 1

 10

 100

 1000

 10000

A B C A B C A B C A B C A B C A B C A B C

Int
er

-b
ar

rie
r t

im
e (

ms
)

UPC NPB 2.4 Barrier Stats, 16 threads

3777

17877

17877

13

13

13

56

140

50

91

91

91

378
1114

1240

13677

13677

13677

7688

7688

7688

btspmgisftepcg

Figure 2. Average time between two barriers and bar-
rier count for the UPC benchmarks on Nehalem . Similar
trends are observed on all systems and implementations.
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compiled with -fast, which includes -O3. Un-
less specified otherwise, OpenMP is compiled and
executed with static scheduling. We have used
MPICH 2 on all architectures. Due to space re-
strictions we will not discuss the details of the
NAS benchmarks (for a detailed discussion kindly
see [20]).

The execution time across all benchmarks ranges
from a few seconds to hundreds of seconds while
the memory footprints range from few MB to
GB. For example, the data domain in FT class
C is a grid of size 512x512x512 of complex data
points: this amounts to more than 2GB of data.
Thus, we have a reasonable sample of short and
long lived applications and a sample of small and
large memory footprints. For all benchmarks, we
compare executions using the default Linux load
balancing with explicit thread affinity manage-
ment, referred to as PIN. For PIN we generate
random initial pinnings to capture different initial
conditions and thread interactions and pin tasks
to cores using the sched setaffinity sys-
tem call at the beginning of program execution. To
capture variation in execution times each experi-
ment has been repeated five or more times; most
experiments have at least 15 settings for the initial
task layout. As a performance metric we use the
average benchmark running time across all repeti-
tions.

4. Benchmark Characteristics
Figure 1 presents the behavior of barrier imple-
mentations for the three programming models in
the presence of oversubscription: increasing the
number of threads per core increases the barrier
latency from few µs to tens of µs. The MPI over-
subscribed barrier latency is greater than UPC
and OpenMP due to the more expensive pro-
cess context switch. Note that these microbench-
mark results provide a lower bound for the bar-
rier latency when used in application settings.
UPC and MPI call sched yield inside bar-
riers when oversubscribed. The Intel OpenMP
runtime provides a tunable implementation con-
trolled by the KMP BLOCKTIME environment
variable. Unless specified otherwise, all results use
the default behavior of polling for 200 ms before
threads sleep. The other relevant settings are
KMP BLOCKTIME=0 where threads sleep im-
mediately and is designed for sharing the system
with other applications and
KMP BLOCKTIME=infinite where threads never
sleep and is designed for dedicated system use.
The barrier results with the default setting are rep-
resentative for the other two settings.

Figure 2 presents the synchronization behav-
ior of the UPC implementations on Nehalem : the
height of the bars indicates the average time be-
tween two barriers in ms, while the labels show
the number of executed barriers. The OpenMP
and MPI results are very similar and are omitted

Processor Clock GHz Cores L1 data/instr L2 cache L3 cache Memory/core NUMA
Tigerton Intel Xeon E7310 1.6 16 (4x4) 32K/32K 4M / 2 cores none 2GB no
Barcelona AMD Opteron 8350 2 16 (4x4) 64K/64K 512K / core 2M / socket 4GB socket
Nehalem Intel Xeon E5530 2.4 16 (2x4x2) 32K/32K 256K / core 8M / socket 1.5G / core socket

Table 1. Test systems.

0 

10 

20 

30 

40 

50 

60 

1/core 2/core 4/core 1/core 2/core 4/core 1/core 2/core 4/core 

UPC  OpenMP  MPI 

Tim
e (

mi
cro

sec
) 

Barrier Performance ‐ AMD Barcelona 

1 

2 

4 

8 

16 

160 

Figure 1. Barrier performance with oversubscription
at different core counts (legend) on AMD Barcelona. Sim-
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Figure 2. Average time between two barriers and bar-
rier count for the UPC benchmarks on Nehalem . Similar
trends are observed on all systems and implementations.

2.8.0 compiler which uses -O3 for the icc back-
end compiler, while the Fortran benchmarks were
compiled with -fast, which includes -O3. Un-
less specified otherwise, OpenMP is compiled and
executed with static scheduling. We have used
MPICH 2 on all architectures. Due to space re-
strictions we will not discuss the details of the
NAS benchmarks (for a detailed discussion kindly
see [20]).

The execution time across all benchmarks ranges
from a few seconds to hundreds of seconds while
the memory footprints range from few MB to
GB. For example, the data domain in FT class
C is a grid of size 512x512x512 of complex data
points: this amounts to more than 2GB of data.
Thus, we have a reasonable sample of short and
long lived applications and a sample of small and
large memory footprints. For all benchmarks, we
compare executions using the default Linux load
balancing with explicit thread affinity manage-
ment, referred to as PIN. For PIN we generate
random initial pinnings to capture different initial
conditions and thread interactions and pin tasks
to cores using the sched setaffinity sys-
tem call at the beginning of program execution. To
capture variation in execution times each experi-
ment has been repeated five or more times; most
experiments have at least 15 settings for the initial
task layout. As a performance metric we use the
average benchmark running time across all repeti-
tions.

4. Benchmark Characteristics
Figure 1 presents the behavior of barrier imple-
mentations for the three programming models in
the presence of oversubscription: increasing the
number of threads per core increases the barrier
latency from few µs to tens of µs. The MPI over-
subscribed barrier latency is greater than UPC
and OpenMP due to the more expensive pro-
cess context switch. Note that these microbench-
mark results provide a lower bound for the bar-
rier latency when used in application settings.
UPC and MPI call sched yield inside bar-
riers when oversubscribed. The Intel OpenMP
runtime provides a tunable implementation con-
trolled by the KMP BLOCKTIME environment
variable. Unless specified otherwise, all results use
the default behavior of polling for 200 ms before
threads sleep. The other relevant settings are
KMP BLOCKTIME=0 where threads sleep im-
mediately and is designed for sharing the system
with other applications and
KMP BLOCKTIME=infinite where threads never
sleep and is designed for dedicated system use.
The barrier results with the default setting are rep-
resentative for the other two settings.

Figure 2 presents the synchronization behav-
ior of the UPC implementations on Nehalem : the
height of the bars indicates the average time be-
tween two barriers in ms, while the labels show
the number of executed barriers. The OpenMP
and MPI results are very similar and are omitted
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from a few seconds to hundreds of seconds while
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points: this amounts to more than 2GB of data.
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ment, referred to as PIN. For PIN we generate
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UPC — UMA vs. NUMA
UPC Tigerton
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Figure 3. UMA oversubscription UPC. Perfor-
mance is normalized to that of experiments with 1
task per core. Number of tasks per core can be 2, 4
or 8. SP requires a square number of threads. Overall
workload performance varies from -2% to 2%.
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Figure 4. NUMA oversubscription UPC. Perfor-
mance is normalized to that of experiments with 1
task per core. Number of tasks per core can be 2, 4
or 8. SP requires a square number of threads. Overall
workload performance varies from -2% to 2%.
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Figure 5. Changes in balance on UMA, reported
as the ratio between the lowest and highest user time
across all cores compared to the 1/core setting.
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Figure 6. Changes in the total number of cache
misses per 1000 instructions, across all cores com-
pared to 1/core. The EP miss rate is very low.
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Figure 7. UMA oversubscription MPI. Perfor-
mance is normalized to that of experiments with 1
task per core. Number of tasks per core can be 2 or
4. Overall workload performance decreases by 10%
to 18%.
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Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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Figure 5. Changes in balance on UMA, reported
as the ratio between the lowest and highest user time
across all cores compared to the 1/core setting.
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Figure 6. Changes in the total number of cache
misses per 1000 instructions, across all cores com-
pared to 1/core. The EP miss rate is very low.
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Figure 7. UMA oversubscription MPI. Perfor-
mance is normalized to that of experiments with 1
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to 18%.

OMP Nehalem

 0

 0.5

 1

 1.5

 2

248 248 248 248

Pe
rfo

rm
an

ce
 re

lat
ive

 to
 1

/co
re

ep
SCBA

248 248 248 248

ft
SCBA

248 248 248 248

is
SCBA

248 248 248 248

sp
SCBA

248 248 248 248

mg
SCBA

248 248 248 248

cg

CFS
PSX yield

PIN

SCBA

Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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Figure 5. Changes in balance on UMA, reported
as the ratio between the lowest and highest user time
across all cores compared to the 1/core setting.
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Figure 6. Changes in the total number of cache
misses per 1000 instructions, across all cores com-
pared to 1/core. The EP miss rate is very low.
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Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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pared to 1/core. The EP miss rate is very low.
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formance is normalized to that of experiments with
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greater than 1 indicate performance improvement.

0.8	  

0.9	  

1	  

1.1	  

1.2	  

0	   2	   4	   6	   8	   10	   12	   14	   16	  

Re
la.

ve
	  Pe

rfo
rm

an
ce
	  

OMP	  Barcelona,	  KMP_BLOCKTIME=inf	  
DEF1/INF1	   DEF2/INF2	   DEF4/INF4	  

Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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Figure 5. Changes in balance on UMA, reported
as the ratio between the lowest and highest user time
across all cores compared to the 1/core setting.
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Figure 6. Changes in the total number of cache
misses per 1000 instructions, across all cores com-
pared to 1/core. The EP miss rate is very low.
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Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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across all cores compared to the 1/core setting.
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Figure 6. Changes in the total number of cache
misses per 1000 instructions, across all cores com-
pared to 1/core. The EP miss rate is very low.
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Figure 7. UMA oversubscription MPI. Perfor-
mance is normalized to that of experiments with 1
task per core. Number of tasks per core can be 2 or
4. Overall workload performance decreases by 10%
to 18%.
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Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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Figure 5. Changes in balance on UMA, reported
as the ratio between the lowest and highest user time
across all cores compared to the 1/core setting.
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pared to 1/core. The EP miss rate is very low.

MPI Tigerton

 0

 0.5

 1

 1.5

 2

24 24 24

Pe
rfo

rm
an

ce
 re

lat
ive

 to
 1

/co
re

ep
CBA

2 4 2 4 2 4

ft
CBA

2 4 2 4 2 4

is
CBA

4 4 4

sp
CBA

2 4 2 4 2 4

mg
CBA

2 4 2 4 2 4

cg

CFS
PSX yield

PIN

CBA

Figure 7. UMA oversubscription MPI. Perfor-
mance is normalized to that of experiments with 1
task per core. Number of tasks per core can be 2 or
4. Overall workload performance decreases by 10%
to 18%.

OMP Nehalem

 0

 0.5

 1

 1.5

 2

248 248 248 248

Pe
rfo

rm
an

ce
 re

lat
ive

 to
 1

/co
re

ep
SCBA

248 248 248 248

ft
SCBA

248 248 248 248

is
SCBA

248 248 248 248

sp
SCBA

248 248 248 248

mg
SCBA

248 248 248 248

cg

CFS
PSX yield

PIN

SCBA

Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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pared to 1/core. The EP miss rate is very low.
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Figure 8. NUMA oversubscription OpenMP. Per-
formance is normalized to that of experiments with
1 task per core. Number of tasks per core can be 2,
4 or 8. Workload performance decreases by 6% to
14%.
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Figure 9. OpenMP performance with cooperative syn-
chronization on Barcelona. DEF1/KMP1 stands for the
default/kmp=0 value with one thread per core. Values
greater than 1 indicate performance improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.
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Figure 10. OpenMP performance with “non-
cooperative” synchronization on Barcelona. DEF1/INF1
stands for the default/kmp=inf value with one thread
per core. Values greater than 1 indicate performance
improvement.

Slight degradation
Best performance with OMP_STATIC

KMP_BLOCKTIME

0 Improvement up to 10 % for
fine-grained benchmarks

∞ Best overall performance
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Competitive Environments

Sharing (best effort) vs. Partitioning (isolated on sockets)
One thread per core

Overall 33 %/23 % improvement with sharing for UPC/OpenMP
on Barcelona (CMP) but no difference for Nehalem (SMT)
Better for application with differing behavior

Oversubscription . . .
improves benefits of sharing for CMP
changes relative order of performance for UPC, MPI, OpenMP

Imbalanced sharing possible
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Conclusion

“Intuitively, oversubscription increases diversity in the system
and decreases the potential for resource conflicts.”

“All of our results and analysis indicate that the best predictor
of application behavior when oversubscribing is the average
inter-barrier interval. Applications with barriers executed every
few ms are affected, while coarser grained applications are
oblivious or their performance improves.”

“We expect the benefits of oversubscription to be even more
pronounced for irregular applications that suffer from load
imbalance.”

11 / 11


