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Computer systems fail every day, destroying personal data, causing economic loss and even threatening users’ lives. The reasons for such failures are manifold, ranging from environmental hazards (e.g., a fire breaking out in a data center) to programming errors (e.g., invalid pointer dereferences in unsafe programming languages), as well as defective hardware components (e.g., a hard disk returning erroneous data when reading).

A large fraction of these failures results from programming mistakes. This observation triggered a large body of research related to improving software quality, ranging from static code analysis to formally verified operating system kernels. However, even if the combined solutions at some point lead to a situation where software is fault-free, their assumptions only hold if we can trust in hardware to function correctly.

From a hardware development perspective, Moore’s Law indicates a doubling of transistor counts in modern microprocessors roughly every two years. While the law started off as a prediction, it is today used by hardware vendors as a means to establish product release cycles, research, and development goals. This has turned Moore’s Law into a self-fulfilling prophecy. Increasing the number of transistors enables to integrate more and more components into a single chip. This permits the addition of more processors, larger caches, as well as specialized functional units, such as on-chip graphics processors.

While transistor counts increase, the available chip area does not. Emerging technologies, such as three-dimensional stacking of transistors try to address this problem. However, the standard way of solving this problem in practical systems is to decrease the size of individual transistors by applying more fine-grained production processes.

Unfortunately, hardware components are exposed to energetic stress caused by radiation, thermal effects, energy fluctuations, and mechanical force. As I will outline in Chapter 2, hardware vendors spend significant effort in keeping the failure probability of their components below certain thresholds. However, this effort is becoming increasingly difficult as hardware structure sizes shrink, because smaller transistors are more vulnerable to the effects previously mentioned.

This increased vulnerability accounts for an increased amount of intermittent (or soft) hardware faults. In contrast to permanent faults, which constitute a constant malfunction of a component, intermittent faults occur and vanish seemingly randomly during execution time. This randomness stems from the physical effects mentioned above. Soft errors are often tran-
Fault tolerance mechanisms to deal with hardware errors have been devised at both hardware and software levels. While lower-level hardware components are suitable to detect and correct a large number of these errors, they do not possess the necessary system knowledge to do so efficiently. For instance, IBM’s S390 processors provide redundancy in the form of lockstepping. However, this effort may not be necessary for all applications, because some software can protect itself, for instance using resilient programming techniques. In such cases, the system could better use the additional hardware for computing purposes.

Existing software-level solutions often make assumptions about how developers write software. For instance, they may require use of specific programming models, such as process pairs. Other solutions apply specific compiler techniques for fault tolerance. These software techniques trade general applicability for fault tolerance.

The operating system bridges the gap between hardware and software. In this thesis I therefore evaluate whether we can strike a balance between flexibility and generality by implementing fault tolerance as an operating system service.

1.1 Hardware meets Soft Errors

Sun acknowledged soft errors to be the cause for server crashes in 2000, reportedly costing the company millions of dollars to replace the affected components. Anecdotal evidence of soft errors affecting today’s systems can be found across the internet. In Section 2.1 I will give a more thorough overview of scientific studies investigating causes and consequences of such hardware errors.

Not all consequences of a soft error may become immediately visible as a fault. As I will describe in Chapter 2, these errors can also lead to erratic failures: the affected system continues to provide a service and simply generates wrong results. Such behavior also opens up new windows of security vulnerabilities. Dinaburg presented such a vulnerability as an experiment at BlackHat 2011: The authors registered 30 domain names that were one bit off popular domains, but that were not susceptible to be plain typing errors made by users. Examples for such domains were the registration of microsoft.com (as opposed to microsoft.com) and iakamai.net (as opposed to akamai.net). In a time frame of roughly 6 months, the author observed more than 50,000 accesses from about 12,000 unique clients going to these domains. This experiment shows that a) soft errors today are a real issue for consumer electronic devices, and b) new attack vectors may arise if these errors are not taken care of.

So how do system and hardware vendors deal with soft errors? I will show in Section 2.4 that approaches to detect and correct soft errors exist at both the hardware and software levels. Hardware-level solutions are usually...
expensive in terms of production cost, chip area, resource consumption, or runtime overhead. Hence, radiation-hardened processors are only used in highly-specific environments: NASA’s Mars Rover “Curiosity” for instance employs a radiation-hardened processor that is rumored to cost about 200,000 US$ a piece.\textsuperscript{16}

In contrast, the majority of computing systems from servers to personal computers to mobile phones are built from commercial off-the-shelf (COTS) hardware components. These components are designed to provide good overall performance at the minimum possible cost. Customized hardware is expensive unless there is a large market and therefore COTS systems are the last to see wide-spread deployment of hardware defenses against soft errors. This in turn calls for the use of software-level fault tolerance methods.

Software-implemented hardware fault tolerance can be categorized into two classes: compiler-level techniques aim to generate resilient and self-validating machine code,\textsuperscript{17} whereas replication-based solutions run multiple instances of a program and compare their outputs.\textsuperscript{18}

\textbf{CLAIM:} Observing the need for software-level fault tolerance, I develop ASTEROID, an operating system (OS) design that protects applications against both permanent and transient hardware faults on COTS hardware platforms. To achieve fault tolerance I implement replication as an operating system service. The system uses modern multi-core CPUs to parallelize replicated execution and thereby reduce runtime overheads. The architecture detects errors by comparing replicas’ states at synchronization points. Once detected, the system corrects errors by performing majority voting or by incorporating alternative recovery strategies, such as application-level checkpointing.

1.2 An Operating System for Tolerating Soft Errors

Practical systems today consist of a complex web of interacting software components, which a fault-tolerant operating system needs to accommodate. Some of these components are small enough to be rewritten for fault tolerance. However, the majority of existing software is too large and too complex to be rewritten from scratch. Hence, my solution needs to provide fault tolerance to real-world applications that are not optimized for dealing with hardware faults.

If those applications are available as open-source software, compiler-level transformations can improve fault tolerance without requiring expensive hardware extensions. Fault-tolerant compilers can generate machine code that performs operations multiple times using different hardware resources.\textsuperscript{17} Other tools extend the data domain a program operates on and transform operands using arithmetic encoding. This mechanism allows to detect whether a value can be a valid result of a preceding arithmetic operation.\textsuperscript{19}

Unfortunately, there is a substantial amount of software that we cannot protect by using the mechanisms described above. These programs are provided in their binary form only. As this form of distribution is the business model of major companies such as Microsoft, Apple, and Oracle, we can safely assume 


\textsuperscript{19} Ute Schiffel, André Schmitt, Martin Süßkraut, and Christof Fetzer. ANB- and ANBDmem-Encoding: Detecting Hardware Errors in Software. In International Conference on Computer Safety, Reliability and Security, Safecomp’10, Vienna, Austria, 2010
it to be the major way of supplying proprietary software to customers. The rising sales numbers of software distributors for mobile platforms, such as Apple’s AppStore or Google Play indicate that this fact is likely to remain a reality.

If this problem only affected end-users, we might avoid it by trusting software developers to use the proper tools to protect their applications. However, the end-user cannot validate that such tools were used when downloading software through the internet. Furthermore, commercial libraries (for instance Intel’s PIN instrumentation library\textsuperscript{20}) are often shipped as binaries only, in which case a developer cannot apply compiler-based protection anymore. Lastly, existing software tends to be used for a long time and it might not be possible to replace such legacy software with newer versions immediately. For these three reasons I aim to find mechanisms that provide fault tolerance to binary-only applications.

### CLAIM

The operating system is responsible for merging the different requirements of all applications and providing them with a fault-tolerant execution environment. The ASTEROID OS architecture introduced in this thesis and depicted in Figure 1.1 does not enforce a specific model of protection. Instead, different types of applications are supported:

- Binary applications built without specific fault tolerance mechanisms are transparently replicated in order to protect them against soft errors.
- Applications that are protected using fault tolerant compiler techniques or algorithms can be run unmodified without incurring replication-related runtime or resource overheads.
- Applications integrate with each other regardless of the fault tolerance model that is chosen to protect them. Unreplicated applications can interact with replicated applications without having to be aware of this fact as depicted in Figure 1.1.

ASTEROID is based on the FiASCO OC microkernel. Microkernels provide strong isolation between small sets of software components. This design principle restricts the effects of hardware errors to single software components\textsuperscript{21} and allows for fast recovery once an error is detected.\textsuperscript{22}

In the field of distributed systems, state-machine replication has long been used to achieve fault tolerance.\textsuperscript{23} Potentially faulty server nodes are considered black boxes that implement state machines delivering identical outputs when presented with the same sequence of inputs. This property allows to instantiate multiple such server nodes, let them process inputs and detect a failing node either as it delivers an output different from the majority of nodes or because it delivers no output at all.

**Redundant Multithreading (RMT)** is a technique similar to state-machine replication. In this case the black box is a thread either at the hardware or software level.\textsuperscript{24} Multiple copies (replicas) of a thread are instantiated and execute identical code. The RMT system may run those threads independently on different hardware resources as long as they only process internal state.
Once a thread’s state is made externally visible (e.g., written to memory or used as parameter to a system call), the replicas’ states are compared to detect potential errors.

Replication-based fault tolerance allows to treat applications as black boxes, not requiring any knowledge about program internals. By distributing replicas across the available compute cores and minimizing the required state comparisons, replication can achieve low runtime overheads. These two properties replication an attractive fault tolerance technique. The main disadvantage of replication-based fault tolerance is the increase in required resources (e.g., N replicas will roughly consume N times the amount of CPU time and N times the amount of memory compared to a single application instance). However, modern servers and even laptop computers provide users with an abundance of processing elements and memory, which are underutilized in the common case. Therefore, replication becomes a feasible alternative if the user is willing to trade resources for low runtime overhead and fast error recovery times.

CLAIM: The main contribution of my thesis is ROMAIN, an operating system service that uses redundant multithreading to protect unmodified binary applications from hardware errors. The service’s structure is depicted in Figure 1.2 and solves the following problems:

1. Instead of implementing expensive binary recompilation techniques, ROMAIN reuses existing features provided by the FIASCO OC microkernel to implement redundant multithreading. A master process manages replication for a single program. The master maps replicas to OS threads and runs them in isolated address spaces to prevent undetected fault propagation. To obtain low runtime overheads, replicas are distributed across the available physical CPU cores. ROMAIN’s general architecture is introduced in Section 3.2

2. ROMAIN transparently manages replicas’ resources, such as memory and kernel objects. Applications do not need to be aware of the replication framework and can be implemented using any programming language and development model. Sections 3.4 and 3.5 provide details on replica resource management.

3. Applications do not run isolated, but interact with the rest of the system through system calls and shared-memory communication channels. ROMAIN allows replicated applications to use both mechanisms. Shared memory requires special handling, because such channels may constitute potential input sources influencing replicated program execution. Therefore shared-memory access must not happen without involving the replication service. I will describe system call handling in Section 3.3 and discuss problems related to shared memory in Section 3.6.
4. Multithreaded applications cannot easily be replicated, because scheduling-induced non-determinism may lead to differing behavior between replicas. The ROMAIN master would detect this behavioral divergence. In the best case this would merely cost unnecessary time for correcting such a false positive error. However, in an even worse case all replicas of a program may have diverged in a way that does no longer allow for error correction at all. ROMAIN implements two ways of enforcing deterministic behavior across multithreaded replicas, which I will explain in Chapter 4.

1.3 Whom can you Rely on?

The ASTEROID operating system architecture allows user-level applications to detect and recover from soft errors. However, ASTEROID relies on a subset of hardware and software components to always function correctly. This set comprises the ROMAIN replication service and the underlying OS kernel. Other software-based fault tolerance methods share this problem, although the concrete set of required components varies: Some methods rely on a fully-functioning Linux kernel. Others additionally rely on the correct operation of system libraries, such as the thread library. I refer to such sets of required components as the Reliable Computing Base (RCB).

As ROMAIN does not protect the RCB, ASTEROID needs to employ alternative mechanisms to make the RCB reliable. These additional mechanisms come at an additional cost. The type of cost depends on what exact mechanism is applied to protect the RCB: Using fault-tolerant algorithms to implement the RCB will require additional development effort. Protecting the RCB using compiler-based fault tolerance may increase its runtime overhead. Integrating specially hardened, non-COTS hardware components into our system will increase hardware cost.

CLAIM: I introduce the concept of the Reliable Computing Base (RCB) in Chapter 6 and identify the hardware and software components that are part of ASTEROID’s RCB. I show that other software-implemented fault tolerance also possess an RCB and that the OS kernel is part of this RCB in most cases. Based on this analysis I present three studies that analyze how RCB components can be protected against the effects of hardware errors:

1. As the OS kernel constitutes a major part of any RCB, I use fault injection experiments to analyze the Fiasco_OC kernel’s vulnerability against hardware faults. Based on these findings I discuss potential paths towards protecting Fiasco_OC in future work.

2. Current COTS hardware is becoming more and more heterogeneous by incorporating different types of compute nodes that vary with respect to their processing capabilities and energy requirements. Other researchers suggested that this may lead to the advent of manycore processors with mixed reliability properties.


Assuming that such hardware will become COTS at some point in time, we can map RCB software to those components with low vulnerability – such as hardware-protected CPU cores – while we can run ROMAIN’s replicas on more fast, cheap, but more vulnerable processing elements.

Such an architecture will require fewer resilient than non-resilient CPUs. As non-resilient CPUs occupy less chip area, this design allows for an integration of more processing elements on a single chip while allowing fault tolerant execution. I show that the ASTEROID architecture can efficiently be implemented on top of such hardware.

3. ROMAIN’s goal is to protect unmodified binary-only applications. However, we still have full control over the source code of all RCB components. Hence, applying compiler-based fault tolerance may be a feasible way to protect them. While this will increase ASTEROID’s error coverage, it will also lead to an increased runtime overhead. I approximate this overhead using simulation experiments and show that a hybrid approach that protects RCB components using compiler methods while replicating user programs using ROMAIN is a promising approach towards a fully protected software stack.
2

Why Do Transistors Fail And What Can Be Done About It?

In this chapter I present the fault model I address in my thesis. I first give an overview about how cosmic radiation, aging, and thermal effects can lead to the failure of hardware components. Thereafter I introduce a taxonomy of fault tolerance that I am going to use throughout my dissertation. In the final part of this chapter I review existing fault tolerance techniques to motivate assumptions and design goals driving my operating system design.

2.1 Hardware Faults at the Transistor Level

The integrated circuits that form today’s hardware components are built from metal-oxide-semiconductor field-effect transistors (MOSFETs). These transistors can suffer from a range of hardware faults that may cause them to fail. In this section I give an overview of what makes transistors error-prone. Unless stated otherwise, I base this summary on Mukherjee’s book on fault-tolerant hardware design.

Figure 2.1 shows a MOSFET model. Two semiconductors, source and drain, are separated by a bulk substrate. During production, source and drain are doped to create an n-type semiconductor. In contrast, the bulk substrate is deprived of electrons. The combination of these layers forms a p-type semiconductor. The boundaries between these regions act as diodes and prevent current flowing from source to drain.

A gate electrode sits on top of the transistor. A non-conducting oxide layer (usually silicon-dioxide \( \text{SiO}_2 \)) isolates this electrode from the bulk. If we apply a voltage to the gate electrode an electric field is created. As shown in Figure 2.2, positive electron holes in the p-type substrate are repelled from the gate, whereas negative electrons are pulled towards the gate and accumulate below the oxide layer.

If the gate voltage exceeds a certain threshold voltage \( U_{th} \), the number of electrons below the oxide layer is sufficient to create a conducting channel between source and drain. The accompanying charge at the gate electrode is termed critical charge \( Q_{crit} \).

Hardware vendors aim to decrease MOSFET sizes as far as physically possible. Smaller transistors consume less power and allow to integrate a larger amount of memory and processing elements into the same chip area. However, there are three groups of effects that let smaller MOSFETs fail

---


more often: (1) variability introduced during the manufacturing process may alter the behavior of identically designed transistors, (2) aging and thermal effects may cause a properly functioning transistor to fail, and (3) radiation may induce errors into processing and storage elements. I will now survey research into these effects in more detail.

2.1.1 Manufacturing Variability

As transistors scale down, the gate oxide layer as well as the transistor’s channel size shrink, resulting in a smaller number of atoms within a single transistor. Due to this fact, the critical charge and threshold voltage to switch the transistor’s state decrease. This eventually leads to a reduced energy consumption. While saving energy is an advantage, manufacturing smaller transistors becomes harder.

The process of doping semiconductor material with excess electrons is far from precise. Instead, the dopant atoms are randomly distributed. For smaller transistors, the total number of atoms is small and therefore even tiny random variations between transistors can have a high impact on their electrical properties. As a consequence, transistors may exhibit large variations in terms of threshold voltage and leakage current.

Reid and colleagues simulated the effects of random atom placement on a large number of 35 nm and 13 nm transistors. They found that smaller structure sizes lead to a larger distribution of threshold voltages across these devices. While the majority of transistors still exhibits correct behavior, they showed that at a channel length of 13 nm a significant amount of MOSFETs falls into ranges where the threshold voltage is either very high or close to zero. Both effects prevent the transistor from switching states at all.

Even when turned off, there is a small static current flowing through a transistor. Studies showed that depending on manufacturing issues, this leakage current greatly varies across chips, even if these originate from the same wafer. In extreme cases this means that processors exceed their planned power budget. This is not an immediately visible malfunction, but it will render mobile devices unusable after a short amount of time if the CPU drains all battery power.

As the effects described above occur in the manufacturing phase, hardware vendors can detect them during stress-testing, which they perform before shipping their products. However, similar effects to manufacturing errors can also arise much later due to chip aging.

2.1.2 Aging and Thermal Effects

At runtime, the transistors forming a semiconductor circuit switch frequently. This switching causes voltage and temperature stress, which leads to a degradation of transistor operation over time. The three main contributors to this degradation are (1) hot-carrier injection, (2) negative-bias temperature instability (NBTI), and (3) electromigration.

Electrons traveling from a MOSFET’s source to drain differ with respect to the energy they carry. Highly energetic (hot) carriers sometimes do not pass from source to drain, but instead hit the oxide layer that isolates the gate electrode. Thereby they either show up as leakage current or become trapped.
inside the gate oxide. The latter process is called hot-carrier injection and results in a shift in the transistor’s threshold voltage $U_{\text{thr}}$.\(^9\)

Switching a transistor frequently increases the temperature under which the device operates. At high temperatures, electrons passing through the interface between bulk and gate oxide may destroy the chemical bonds within the oxide and create positively charged $\text{Si}^+$ ions. Thereby they increase the number of p-dopants in the transistor, which in turn means that a larger threshold voltage is required to switch the transistor. This process is called negative-bias temperature instability (NBTI).\(^10\)

A third effect does not impact the transistor but rather the metal interconnects between transistors. Over time high-energy electrons may cause metal atoms to move out of their position. This process, called electromigration,\(^11\) leads to voids within the wire that prevent current from flowing and therefore break the interconnect. The missing material may additionally move to other locations in the interconnect and create short circuits there.

Circuits suffering from hot-carrier injection or electromigration permanently malfunction. Vendors therefore carefully analyze their circuit’s aging characteristics so that these aging effects only set in after a given age threshold. In contrast, the effects of NBTI partially\(^12\) revert if the gate voltage is turned off and temperature decreases. These faults are therefore transient.

### 2.1.3 Radiation-Induced Effects

35 years ago, Ziegler and Lanford showed that radiation may also trigger malfunctions in semiconductors.\(^13\) There are two main sources for these radiation effects: First, cosmic rays may penetrate earth’s atmosphere and influence transistors. Second, the materials that are used for packaging circuits carry a certain amount of terrestrial radiation. The radioactive decay of these materials may therefore also influence circuit behavior.

Given a fixed hardware structure size, the probability of suffering from a packaging-induced radiation effect is fixed. Cosmic radiation in contrast becomes stronger with higher altitudes.\(^14\)

When a single MOSFET is struck by radiation, particles may create electron-hole pairs which thereafter recombine and therefore create a flowing current. This process may increase the transistor’s charge. If the charge then exceeds the critical charge $Q_{\text{crit}}$, the transistor’s state may switch.

With smaller transistor sizes, $Q_{\text{crit}}$ decreases and the transistors become more vulnerable against environmental radiation. However, at the same time the transistor surface that may be hit by a ray also decreases and thereby the probability of a individual transistor being struck by radiation decreases. Initially, overall transistor vulnerability dropped when moving below 135 nm technologies. However, a study by Oracle Labs indicates that transistor vulnerabilities begin to rise again as transistor sizes shrink below 40 nm.\(^15\)

As a single radiation event can force a transistor’s state to change, these events are termed single-event upsets (SEU). In contrast to the previously discussed error types, SEUs are non-permanent. Any future reset of the transistor, e.g., by applying the threshold voltage to the gate electrode, will return the transistor to a valid state. Correcting SEUs is therefore easier,
because overwriting a faulty memory location will fix a radiation-induced error. For this reason, SEUs are also called soft errors.

**SUMMARY:** Computer architects understand that semiconductors suffer from manufacturing and aging faults as well as the influence of radiation. These faults can be permanent or transient. A reliable system needs to cope with both cases of faults.

---

2.2  **Faults, Errors, and Failures – A Taxonomy**

Before I review how hardware and software-level solutions provide fault tolerance against the types of hardware errors described above, it is necessary to introduce a terminology that we can use to talk about cause and effect of these errors. In this thesis I am going to use a terminology that was introduced by Avizienis\textsuperscript{16}, which I summarize below.

The cause, effect, and consequence of component misbehavior form a chain as depicted in Figure 2.3. We call the ultimate cause of misbehavior a fault. In the exemplary case of radiation-induced soft errors, a cosmic ray strike hitting a transistor constitutes a fault.

Malfunction of the affected device only occurs if a fault becomes active and modifies the component’s internal state. This is an error. A radiation fault is for instance activated if the particle’s charge exceeds the affected transistor’s critical charge $Q_{\text{crit}}$ and the transistor is currently not in its conducting state.

If a component’s state is modified due to an error, the component may provide a service that deviates from the expected service. For instance, a transistor struck by radiation may be part of a memory cell and the radiation fault may cause the memory cell’s content to change. If this erroneous content is then read, it may impact further computations. This externally visible deviation is called a failure.

Not every error will eventually lead to a visible component failure. For instance, even if a memory cell’s value is modified, this data does not impact system behavior as long as it is not used. If a fault or error does not escalate into a failure, we call this a masked fault or masked error respectively.

The terminology so far only considers a single component. Computer systems are complex networks of interacting components and therefore the distinction between faults, errors, and failures fades. One component’s failure may be input to a second component. From the second component’s perspective this will be a fault, which again may activate and trigger an error and potentially escalate into a failure. This domino effect is called fault propagation.

We can furthermore distinguish faults by their lifetime: Permanent faults enter the system at a certain point in time and the affected component thereafter constantly behaves incorrectly. For example, production errors in processors may lead to situations in which certain bits of a register always deliver the same value or where a broken interconnect never transmits any current.

In contrast, transient (or soft) faults vanish after a certain period of time. This is the case for radiation-induced faults I introduced in Section 2.1 on page 15. These faults may cause single bits of a register to change their value.

---

However, overwriting the register with a new value will correct these errors, because writing will recharge the affected transistors.

Literature sometimes uses the term *intermittent fault* to denote a fault that occasionally activates and then vanishes again. These faults are believed to stem from complex interactions between multiple faulty hardware components.\(^\text{17}\)

### 2.2.1 Fault-Tolerant Computing

Fault-tolerance mechanisms strive to prevent faults from escalating into failures by either masking faults or detecting and correcting errors before they lead to failures. Decades of research and product development have produced guidelines on how to design computer components so they can tolerate faults efficiently.

If a device stops providing a service when encountering a failure, it is considered a *fail-stop* component.\(^\text{18}\) Such a component cannot produce erroneous output. Therefore, a fault-tolerance mechanism can easily detect if this unit becomes unresponsive. In contrast, detecting erroneous output is a much harder task. Some publications also refer to components that stop providing output after a failure as *fail-silent* components.\(^\text{19}\)

If the termination of service happens immediately after the service provider failed, the respective component is considered *fail-fast*.\(^\text{20}\) Failing fast means that the propagation of an error into other components of the system is limited. Consequently, repairing the system becomes easier.

I will examine existing fault-tolerance mechanisms and their properties more closely in Section 2.4. However, to do so we need metrics that allow us to evaluate the suitability of a certain mechanism in a given scenario.

### 2.2.2 Reliability Metrics

When assessing fault tolerant systems, Gray distinguishes between *reliability* and *availability*:\(^\text{20}\)

- “Reliability is not doing the wrong thing.” By this definition, a fail-stop system is considered reliable, because it never provides a wrong result.
- “Availability is doing the right thing within the specified response time.” This definition adds the requirement of a timely and correct response. To be available, a fail-stop system needs to be augmented with a fast and suitable recovery mechanism.

Researchers use temporal metrics as shown in Figure 2.4 to quantify these terms. The expected time between failure events in a component is termed the component’s *Mean Time Between Failures (MTBF)*. MTBF is often measured in years. Computer architects use the rate of *Failures In Time (FIT)*, which is closely related to the MTBF and defined as \(FIT := \frac{1}{MTBF}\). The FIT rate is usually given in failures per one billion hours of operation.

The lifetime and evolution of a fault can also be measured: the time between the occurrence of a fault and its activation is called the *Fault Latency*. The subsequent time elapsing between the manifestation of an error and its detection by a fault tolerance mechanism is termed *Error Detection Latency*.\(^\text{17}\)

---


---

![Figure 2.4: Temporal Reliability Metrics](image-url)
Applying fault tolerance to a system adds development, execution time and resource overheads. For instance, periodically taking application checkpoints adds both additional execution time and memory consumption. These overheads are of concern for evaluating fault tolerant systems, because they are often paid regardless of whether the system is hit by a fault. Additionally, once an error has occurred, the system needs to repair this error. The time to do so is called the Mean Time To Repair (MTTR). Gray uses MTBF and MTTR to define an availability metric:

\[
\text{Availability} := \frac{\text{MTBF}}{\text{MTBF} + \text{MTTR}}
\]

Lastly, the fraction of errors covered by a fault tolerance mechanism in contrast to the overall amount of errors a system may encounter is called error coverage.

An ideal fault-tolerant system achieves a high error coverage while keeping overheads and repair times minimal. Unfortunately, in practice there is no free lunch. Real solutions therefore need to choose between increased execution time overheads and increased error coverage and find a sweet-spot for their purposes. Therefore, I review existing solutions to fault tolerance with respect to their cost and applicability in the next section.

**SUMMARY:** Component malfunctions follow a chain of events: faults affect the component and escalate to errors in the component’s state. An externally visible error is considered a failure.

Fault tolerant systems are designed to either mask errors or detect and correct them in time. Reliability metrics, such as MTBF, MTTR, and error coverage, allow to evaluate the impact and usefulness of fault tolerance mechanisms.

### 2.3 Manifestation of Hardware Faults

The errors discussed in Section 2.1 originate from the transistor level. My thesis focuses on tolerating the software-visible effects of these errors. Hence, it is useful to understand how hardware errors manifest from an application’s point of view. Therefore, I will now explore studies that analyze the rate at which errors occur in today’s hardware and the impact they have on program execution.

#### 2.3.1 Do Hardware Errors Happen in the Real World?

Hardware faults are rare events in actual systems. This makes studying their effects a tedious task, because we need to obtain data from a large set of computers over a long time. The resources required to do so are often unavailable to researchers and even to most industrial hardware and software vendors. As an example, Li and colleagues monitored a set of more than 300 computers in production use over a span of three to seven months and were only able to attribute two observed errors as being the likely effects of a soft error in memory.

Researchers often study hardware error effects by looking at memory hardware. This is appropriate for two reasons: First, memory makes up a
large fraction of hardware circuits in a modern computer. Halfhill reports that 69% of a modern Intel CPU’s chip area are used for the L3 cache.22 Additional area is consumed off-chip by the several gigabytes of RAM in modern machines. Memory is therefore most likely to encounter a hardware fault. Second, detecting memory errors is straightforward by either monitoring complete memory ranges in software or using error information provided by the memory controller.21

Instead of monitoring computers for a long time, we can also expose hardware to an increased rate of radiation in a special experiment setup. In these investigations hardware is ionized at a rate much higher than cosmic radiation. This approach amplifies the number of soft errors that affect the investigated devices. Autran and colleagues used such an experiment to measure the SEU effects on 65 nm SRAM cells. They extrapolate from their measurements that at sea level we are likely to see a FIT rate of 759 bit errors per megabit of memory within one billion hours of operation.23

SRAM cells are used in modern CPUs for implementing on-chip caches. If we assume an 8 MB L3 cache size as is common in Intel’s Core i7 series of processors, Autran’s FIT/Mbit rate leads us to a cache FIT rate of 759 $\text{FIT/Mbit} \times 64 \text{ Mbit} = 48,576 \text{ FIT}$. This number corresponds to an MTBF of about 2.3 years. This fault rate may appear negligible from the perspective of a single user’s home entertainment system. However, modern large scale computing installations — such as high-performance computers and data centers powering the cloud — contain thousands of processors. Consequently, failures in these systems happen in intervals of minutes instead of weeks or months.

Focusing on such large-scale installations, Schroeder and colleagues carried out a field study of DRAM errors by monitoring the majority of Google Inc.’s server fleet for nearly two years.24 They found that about a third of all computers experienced at least one memory error within a year. The error rates strongly correlated with hardware utilization. Furthermore, they observed that DRAMs that had already encountered previous errors were more likely to suffer from errors in the future. From these observations they concluded that memory faults are dominated by permanent faults, because otherwise errors would be distributed more evenly across the machines under observation. They then confirmed this assumption with a second study incorporating an even larger range of machines.25

AMD engineers performed an independent 12 month study using the Jaguar cluster at Oak Ridge National Laboratories, containing 18,688 compute nodes and about 2.69 million DRAM devices.26 They report that while only 0.1% of all DRAMs encountered any kind of fault during their study, the large number of devices translates this number into an MTBF of roughly 6 hours.

In contrast to Schroeder’s studies, the AMD study aims to attribute errors to their underlying faults. The authors argue that counting errors instead of faults leads to a bias towards permanent errors. Because of their very nature, permanent faults will produce reportable errors until the defective memory bank is replaced. In contrast, radiation-induced soft errors are only reported once and then corrected. By only considering actual faults, the study reports a transient fault rate of 28%.


As described in Section 2.1, hardware circuitry is constantly shrinking and therefore becoming more vulnerable to both radiation and aging effects. This trend has been pointed out by studies from both industry and academia.

As a result, the error rates described above will grow larger with future hardware generations, making the quest for efficient fault tolerance mechanisms more urgent.

**SUMMARY:** Hardware faults and the resulting failures are a practical problem. Today, the probability of encountering a hardware error in an end user’s computer is fairly low.

High-performance computers and data centers already amass a sufficient amount of hardware to encounter such faults on a daily basis. They therefore require protection by hardware or software mechanisms.

Future generations of computer hardware will bring these problems to the consumer market as well.

2.3.2 How do Errors Manifest in Software?

Before designing a fault tolerance mechanism, developers specify how they expect the behavior of a component to change if this component suffers from an error. This *fault model* is used as the basis for evaluating the efficiency of newly implemented mechanisms.

Software-level fault tolerance often assumes that hardware errors manifest as deviations in the state of single bits in memory or other CPU components, such as registers or caches. Based on this assumption, permanent errors are often modeled as *stuck-at errors*, where reading a bit constantly returns the same value. In contrast, a commonly used fault model for transient errors is a *bit flip*, where a memory bit is inverted at a random point in time. The bit then returns erroneous data until the next write to this resource resets the bit to a correct state.

Ideally, to evaluate a fault tolerance mechanism, we would fully enumerate all potential errors according to the assumed fault model and check if these errors are detected and corrected by the mechanism. Unfortunately, this is infeasible because the total set of errors is huge: For instance, when assuming register bit flips, we would have to test the mechanism for a bit flip in every bit of every register for every dynamic instruction executed by a given workload. This leads to millions or billions of potential experiments.

Real-world studies often work around this problem by sampling the error space. Fault injection tools aid in performing coverage analysis. These tools furthermore allow to determine which samples to select in order to get representative results.

The total set of fault injection experiments carried out is called a *fault injection campaign*. In every experiment a single fault is injected. The system’s output is then monitored and compared to that of an unmodified execution, the so-called *golden run*. The experiment results are then classified.
The names of these result classes vary throughout literature. Nevertheless, studies often distinguish between four general result classes and I will use the following distinction when evaluating ROMAIN’s error coverage capabilities in Chapter 5:

- If the application continues execution without visible deviation and successfully generates the correct output, the error is considered to have no effect. This is also called a benign fault.
- An error that leads to a visible application malfunction, for instance because it drives the application to access an invalid memory address, is called a detected error or a crash.
- If the application terminates successfully in the presence of an error, but produces wrong output, the error is considered a silent data corruption (SDC) error.
- Sometimes the application does not terminate within a specific time frame at all, for instance because the error affects a loop condition and the program gets stuck in an infinite loop. These cases are classified as incomplete execution.

In the following paragraphs I survey six studies that investigated different aspects of how hardware errors affect software.

**Error Propagation to Software** Saggese and colleagues studied fault effects using gate-level simulators of both a DLX and an Alpha processor. Using these simulators they were able to inject faults into the different functional units of the processor in operation. For logic gates they found that 85% of the injected errors were masked at the hardware level. Consequently, software-level fault tolerance should focus on detecting errors that affect stored data, such as registers or memory.

The authors furthermore analyzed whether failure distributions vary across the different functional units of a processor. I render their results in Figure 2.5. Most notably, they found that execution units (such as the instruction decoder) contribute largely to crashes. In contrast memory accesses make up a large fraction of silent data corruption failures.

**Error Manifestation at the OS Level** Two studies by Arlat and Madeira inspected how transient memory errors in commercial-off-the-shelf (COTS) hardware impact an operating system. Arlat focused on Chorus whereas Madeira’s work considered LynxOS.

Both studies found that – after filtering faults masked by hardware – between 30% and 50% of all errors lead to no difference in application behavior. A fault tolerance mechanism that successfully ignores benign faults while properly handling all others will therefore cause less execution time overhead than a mechanism that tries to correct all errors. Hence, the way a mechanism deals with benign faults constitutes a major opportunity for optimizing performance.

Arlat’s study focused on exercising certain kernel subsystems. A large fraction of visible errors triggered CPU exceptions or error handling inside the kernel. These errors can easily be detected by an OS-level fault tolerance mechanism.
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In contrast to Arlat’s study, Madeira also considered applications that spent a substantial amount of time executing in user space. In these experiments, up to 50% of all errors led to silent data corruption or incomplete execution of the user program. These errors cannot easily be detected by the OS, because from the kernel’s perspective such a failing application does not behave differently from a program executing normally.

Arlat and Madeira also investigated whether errors propagate through the OS kernel into other applications. They report this to happen rarely and attribute this to the fact that hardware-assisted process isolation is a suitable measure to prevent error propagation across applications. Both kernels make use of this feature. Yoshimura later confirmed that this isolation property also exists for Linux processes.

**Manifestation of Permanent Errors** While the previous studies focused on transient errors, Li and colleagues studied the manifestation of permanent errors on a simulated CPU running the Solaris operating system and the SPEC CPU benchmarks. They found that permanent errors are only rarely masked by hardware and seldom manifest as silent data corruption. Instead, these errors often lead to hardware exceptions (such as page faults), which are detected by the OS kernel. The authors also measured that in most cases an error leads to a crash within less than 1,000 CPU cycles. However, in 65% of the cases, the kernel’s internal data structures are corrupted before error detection mechanisms are triggered. Therefore, these important data structures require special protection even when a system is protected by special fault tolerance mechanisms.

**Errors Meet Programming Language Constructs** In addition to the previous studies, software developers investigated whether certain programming languages or development models influence the reliability of a program. One such investigation was performed by Wang and colleagues, who explored branch errors in the SPEC CPU 2000 benchmarks. They forced the programs to take wrong branches and found that in up to 40% of the dynamic branches the program converged to correct execution without generating wrong data. The authors attribute these observations to the use of certain programming constructs. For example, they point out that programs sometimes contain alternative implementations of the same feature. In such cases selecting one or the other (by taking a different branch) does not make a difference with respect to program outcome.

A different study by Borchert and colleagues shows that programming language features can also have an impact on the vulnerability of programs. In C++ programming language, inheritance hierarchies are implemented using a function pointer lookup table, the vtable. Borchert et al. evaluated C++ code using fault injection experiments and determined that these vtable pointers are especially vulnerable to memory bit flips. They then devised a mechanism to replicate these vtable pointers at runtime and thereby increase the program’s reliability.
Limitations of the Bit Flip Model  The studies discussed in this section analyzed the vulnerability of large application scenarios. Fault injection campaigns for such scenarios are computationally impossible to carry out by simulating hardware at the transistor level. Instead, the studies used simulation software that abstracts away details of the underlying hardware platform in order to gain performance and allow conducting such a vast amount of fault injection experiments.

While these studies allow analyzing the effectiveness of reliability mechanisms, a recent study by Cho points out that the absolute numbers produced by high-level simulation need to be taken with a grain of salt:


Their comparison of transistor-level experiments with memory fault injections based on the bit-flip model indicates that bit flip experiments tend to over-estimate SDC errors, whereas real hardware shows a higher rate of crash errors. This means that high-level fault injection is not suitable to perform an absolute vulnerability analysis of a given system. However, these campaigns are still suitable to investigate whether a fault tolerance mechanism increases reliability with respect to a given fault model. This latter scenario only requires an apples-to-apples comparison between unprotected and protected execution within the same simulator.

SUMMARY: Both permanent and transient hardware faults can propagate to the software level. They mostly manifest in storage cells, such as registers and main memory. Despite limitations, the bit-flip model is commonly used to analyze the impact these errors have on software and whether fault tolerance mechanisms detect and correct them efficiently.

Depending on the workload, up to 50% of all errors are benign and do not modify program behavior. Fault tolerance mechanisms can leverage this fact to optimize performance if they find a way to ignore benign faults and only pay execution time overhead for actual failures.

2.4 Existing Approaches to Tolerating Faults

In the previous sections I explained why hardware suffers from faults and how these faults manifest at the software level. In this section I review previous work in the field of fault-tolerant computing. I first give an overview of hardware-level solutions that try to prevent hardware faults from ever becoming visible to software.

Hardware extensions increase the required chip area for a processor and therefore make the chip more expensive to produce and consume a higher amount of energy during operation. As an alternative, software-level solutions try to address fault tolerance without relying on dedicated hardware. I explore such mechanisms in the second part of this section.

Operating systems have long tried to increase the reliability of kernel code. While many of these solutions focus on dealing with programming errors, some of their design principles can also aid in dealing with hardware faults. Hence, I review these works in the third part of this section.
2.4.1 Hardware Extensions Providing Fault Tolerance

Computer architects address the problem of failing hardware components by adding additional hardware to detect and correct these failures. These components may be simple copies of existing circuits. More lightweight approaches achieve fault tolerance using dedicated checker components to dynamically validate hardware properties. Lastly, memory cells and buses can be augmented with signature-based checkers to protect stored data.

Replicating Hardware Components  One of the simplest ways to achieve fault tolerance in hardware is to replicate existing components. This concept is called N-modular redundancy. The protected components are instantiated N times and carry out the same operations with identical inputs. Outputs are sent to a voter, which in turn selects the output produced by a majority of all components.

Figure 2.6 shows such a system with \( N = 3 \). This triple-modular redundant (TMR) setup is able to correct single-component failures using majority voting. The major drawback of simple replication is that the multiplication of components increases production cost (due to larger chip area used) as well as runtime cost (due to increased energy consumption) of the system. Hence, TMR setups are mainly used in high-end fault tolerant systems, such as avionics and spacecraft.

Redundant Multithreading  Modern microprocessors improve instruction-level parallelism by pipelining as well as by executing multiple hardware threads in parallel. The latter technique is known as simultaneous multithreading (SMT) or hyper-threading. While SMT normally increases utilization of otherwise unused functional units, researchers have also investigated whether this parallelism can be used to increase fault tolerance.

With a technique called Redundant Multithreading (RMT), Reinhardt and Mukherjee extended an SMT-capable microprocessor to run identical code redundantly in different hardware threads. Whenever these threads perform a memory access, the RMT hardware extension compares the data involved in this access and resets the processor in case of a mismatch.

RMT’s authors use the term sphere of replication (SoR) to express which part of the system is protected by a fault tolerance mechanism. They argue that in order to reduce execution time overhead, replicas should not be compared while they only modify state internal to their SoR. Only once this state becomes externally visible (for instance by being written to memory), RMT performs these potentially expensive comparisons. Using this deferred validation, RMT reduces execution time overhead while maintaining strict fault isolation and error coverage.

This last property motivated several software-level solutions that apply ideas similar to RMT, but use software threads. I will discuss these solutions in the following section on software-level fault tolerance mechanisms.

Mainframe Servers  Practical applications of RMT’s ideas can be found in highly available mainframe servers. IBM’s PowerPC 750GX series allows to operate two processors in lockstep mode. The lockstep CPUs execute the
same code using identical inputs. Whenever they write data to memory, an additional validator component compares the outputs and raises an error upon mismatch.\textsuperscript{46}

HP’s NonStop Advanced Architecture\textsuperscript{47} aims to decrease production cost by working with COTS components wherever possible. These components are cheaper because they are produced for the mass market instead of being specifically designed for highly customized use cases.

NonStop servers include COTS processors, which run replicated. To improve fault isolation, NonStop pairs processors from different physical processor slices, each using individual power supplies and memory banks. A dedicated (non-COTS) interconnect intercepts and compares the replicated processors’ memory operations, flags differences, and implements recovery of failed processors. The comparator component itself can also be replicated so that it does not become a single point of failure for this system.\textsuperscript{48}

\textbf{Dedicated Checker Circuits} Replicating whole hardware components requires a large amount of additional chip area. Alternative approaches add small, light-weight checker circuits that monitor the execution of a single component in order to detect invalid behavior. For instance, Austin’s DJV architecture, which is shown in Figure 2.7, extends a standard superscalar processor pipeline with an additional validation stage.\textsuperscript{49}

The traditional, unmodified pipeline stages (shown white in the figure) fetch and decode instructions before submitting them to an out-of-order execution stage. By default, instructions remain in this stage until they along with all their dependencies have been successfully executed. Thereafter, the instructions are committed, which makes their results externally visible.

DIVA extends this pipeline by inspecting all instructions, their operands, and their results before they reach the commit stage. Additional components recompute the result (CHKComp) and revalidate data load operations (CHKComm). As the validators see all instructions in commit order, they can be less complex than a complete out-of-order stage, because there are no unresolved dependencies and no speculative execution is required. Furthermore, Austin suggests to build the validators from components with larger structure sizes, which in turn are less susceptible to hardware faults.

As a result, the DIVA pipeline can be built from standard, error-prone components and only the validators need to be carefully constructed in order to protect the remainder of the system. Performance overhead is introduced only by the additional pipeline stage. The checker cores only slightly impact performance, because they only validate instructions that are actually committed. This means, there is no overhead from checking speculatively executed instructions and the checkers never have to stall for data from memory, because this data is already available from the previous phases.

While DIVA verifies correct execution using recomputation, other architectures address the problem that the physical properties of hardware change due to faults. As explained in Section 2.1. aging and temperature-related hardware faults may modify a transistor’s critical switching voltage. With this modification the time needed for state changes increases. This effect becomes visible once switch timing exceeds the processor’s clock period, because then
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\textsuperscript{46} IBM. PowerPC 750GX lockstep facility. IBM Application Note, 2008

\textsuperscript{47} HP NonStop originates from the products of Tandem Computer Inc.
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![Figure 2.7: DIVA: The Dynamic Implementation Verification Architecture extends a state-of-the-art microprocessor pipeline with an additional execution validation stage.](image-url)
the results of a computation may not reach other circuits fast enough to carry on computation.

Hardware vendors typically increase timing tolerance by running CPUs with a higher supply voltage than actually needed. Thereby, aging-related changes in switching times are hidden by initially switching transistors faster than required for a certain clock frequency. To cope with additional variability arising from the manufacturing process, these supply voltage margins need to be chosen conservatively. Due to these higher margins a processor may consume more energy than would otherwise be necessary.

The Razor architecture\(^{50}\) tries to reduce these voltage margins by introducing additional timing delay checkers into a processor. These checkers test if the timing of the critical path through a CPU is still within the specified range. Only if the checkers detect a timing violation the supply voltage is increased to neutralize this effect.

Error Detection Using Data Signatures The mechanisms discussed so far protect the actual execution of a hardware component by validating results and timing. However, as I explained in Section 2.3, the hardware components most susceptible to hardware faults are those units storing and transmitting data. Replicating all data storage in a system would significantly increase resource requirements, because memory and caches constitute a large fraction of today’s chip area.

An alternative to keeping copies of all data for fault tolerance is to apply checksumming and only store checksums along with the data. This approach is used in networking, where network protocols add checksums to transmitted data in order to detect transmission failures.\(^{51}\) Mainframe processors, such as the IBM Power7 series, furthermore use Cyclic Redundancy Checks (CRC) to protect data buses.\(^{52}\)

Hardware Memory Protection Modern memory controllers can apply Error-Correcting Codes (ECC) to protect data from the effects of hardware faults. ECC adds additional parity or checking bits to data words. These additional bits are updated with every write operation and can be used during a read operation to determine if the values are identical to the previously stored ones.

Memory ECC is usually based on Hamming Codes\(^ {53}\) as they are fast and easy to implement in hardware. Current implementations mostly use a (72,64) code, which means that 64 bits of actual data are augmented with 8 bits of parity. Such codes can correct single-bit errors and detect (but not necessarily correct) double-bit errors (SECDED – single error correct, double error detect).\(^ {54}\)

ECC defers detection of an erroneous memory cell until the next access. Unfortunately, data is sometimes stored without being accessed for a long period of time. In such a time frame multiple independent memory errors might affect the same cell, rendering ECC useless because SECDED codes can only recover from single-bit errors. Advanced memory controllers address this problem by periodically accessing all memory cells. This technique is called memory scrubbing.\(^ {55}\) The scrubbing period places an upper bound on each memory cell’s vulnerability against multi-bit errors.
Hardware research as mentioned in Section 2.1 pointed out that radiation influences are likely to not only affect a single memory cell. Depending on angle and charge of the striking particle, multiple adjacent bits may suffer from a transient error.\textsuperscript{56} This makes memory prone to multi-bit errors, which standard ECC cannot correct. Advanced ECC schemes, such as IBM’s Chipkill address this issue by not computing parity over physically adjacent bits. Instead bits from different memory words and even separate DIMMs are incorporated into a single ECC checksum.\textsuperscript{57}

ECC is an effective and well-understood technique for protecting memory cells in hardware. It has become a commodity in recent years and is often considered a COTS hardware component. For this reason many of the software-level mechanisms I will introduce in the next section assume ECC-protected main memory and focus on guarding against errors in the remaining components of a CPU. However, there are two reasons why ECC is not applied in all hardware: First, ECC even in combination with scrubbing and Chipkill technologies can still miss multi-bit errors and studies have shown that this actually happens in large-scale systems.\textsuperscript{58} Second, ECC increases the number of transistors in hardware and consequentially impacts energy demand. For the latter reasons, developers of embedded systems and low-cost consumer devices refrain from adding ECC protection to their hardware.

\textbf{SUMMARY:} Hardware-level solutions exist that reduce the failure probability for the hardware error scenarios described in Section 2.1. These solutions include replication of computing components, introduction of specialized validation circuits, as well as using signatures to detect errors in data storage and buses.

The major drawback of hardware-level fault tolerance is cost. New circuitry increases chip size, which directly correlates with production cost. Furthermore, additional circuits require power at runtime and thereby increase a chip’s power consumption.

\section{2.4.2 Software-Implemented Fault Tolerance}

While hardware-implemented fault tolerance is effective, platform vendors abstain from using these methods especially in COTS systems. Customers are interested in the cheapest possible gadgets and may be willing to live with occasional failures due to hardware errors.

COTS components are still vulnerable against increasing hardware fault rates, though. For this reasons it is becoming necessary to add special protection to mass-market computers as well. Software-implemented fault-tolerance mechanisms try to achieve this protection without relying on any non-COTS hardware components. These methods include compiler techniques to generate more reliable code. Alternative approaches use replication at the software level and utilize operating system processes or virtual machines to enforce fault isolation.

\textit{Manually Implemented Fault Tolerance} Early research into fault tolerance investigated whether programs can be manually extended with mechanisms


\textsuperscript{57} Timothy J. Dell. A White Paper on the Benefits of Chipkill-Correct ECC for PC Server Main Memory. IBM Whitepaper, 1997

that detect and correct errors. The field of algorithm-based fault tolerance (ABFT) focuses on finding algorithms that are able to validate the correctness of their results.\(^{59}\) For ABFT, a developer inspects the data domain of a specific algorithm and augments data with checksums and other signatures, similar to encoding-based hardware techniques. Thereafter, the algorithm is redesigned to incorporate signature updates and validation. This approach is labor-intensive, but results in low-overhead solutions with high error coverage. Nevertheless, recent research in high performance computing found that other fault-tolerant techniques are less suited for future exascale compute clusters. This has lead to renewed interest in ABFT within the HPC community.\(^{60}\)

Software engineering aims to formalize the development of fault-tolerant software. Executable assertions allow the developer to specify assumptions about the state of data structures in program code.\(^{61}\) These assumptions are then checked at runtime. As assertions manifest programmer knowledge in code, they also lend themselves to detect state that is corrupted due to a hardware fault.

If a program’s state validation mechanisms detect an error, the developer needs to specify how to deal with this situation. The program might choose to retry computation, use an alternative implementation of the algorithm, or simply terminate. These respective actions can be implemented using the concept of recovery blocks.\(^{62}\) Since their inception, both assertions and recovery blocks have found their way into every software developer’s toolbox.

**Development Tools for Fault Tolerance** Manually implementing fault-tolerant software is a labor-intensive and error-prone task. Development tools relieve programmers of this burden. Therefore, compiler writers aim to automate the process of generating fault-tolerant code. Oh proposed a compiler extension that extends a program’s control flow with compiler-generated signatures.\(^{63}\) These signatures are updated on every jump operation. Runtime checks can then verify that the current instruction was reached by taking a valid path. This approach detects invalid jumps that were caused by errors affecting the jump target or during instruction decoding.

Another compiler extension by Oh generates code that doubly performs all computations using different CPU resources and validates their results.\(^{64}\) Such augmented code detects transient hardware faults that impact computational components. Intuitively, doubling the amount of computations would at least double the execution time of the generated code. Oh’s work shows that this overhead can be lowered by relying on a state-of-the-art pipelined processor architecture.

Reis and colleagues built on Oh’s idea of duplicating instructions, but optimized their compiler to further reduce execution time overhead. Their main observation was that memory is often already protected by hardware ECC and therefore duplication of memory-related instructions is no longer necessary. With this optimization their SWIFT compiler achieved the same error coverage as Oh’s compiler, but at less than 50% execution time overhead.\(^{65}\)

SWIFT leaves some parts of the protected code vulnerable to errors. By excluding memory operations from duplication, stores to memory may be lost. These lost updates then remain undetected. Furthermore, SWIFT’s
internal validation code runs itself unprotected and is therefore susceptible to errors. Schiffel’s AN-encoding compiler addresses these shortcomings by applying arithmetic encoding to all operands and operations.\footnote{Ute Schiffel, André Schmitt, Martin Süßkraut, and Christof Fetzer. ANB- and ANBDmem-Encoding: Detecting Hardware Errors in Software. In International Conference on Computer Safety, Reliability and Security, Safecomp’10, Vienna, Austria, 2010} In a closer analysis Schiffel and colleagues showed that their improvements come with an increased execution time overhead, but at the same time eliminate most of the vulnerabilities introduced by SWIFT.\footnote{Ute Schiffel, André Schmitt, Martin Süßkraut, and Christof Fetzer. Software-Implemented Hardware Error Detection: Costs and Gains. In Third International Conference on Dependability, DEPEND’10, pages 51–57, 2010}

The previously discussed compiler extensions assume all instructions to be affected by hardware errors with the same probability. Rehman and colleagues observed that different classes of instructions remain in the processor for a different amount of cycles. While a simple arithmetic instruction involving registers may be finished within a single cycle, memory operations that include a fetch may remain in the pipeline for several cycles. They therefore analyzed the instruction set and implementation of a specific SPARC v8 processor and attributed each instruction with an \textit{instruction vulnerability index (IVI)}.\footnote{Semeen Rehman, Muhammad Shafique, Florian Kriebel, and Jörg Henkel. Reliable Software for Unreliable Hardware: Embedding Code Generation Aiming at Reliability. In International Conference on Hardware/Software Codesign and System Synthesis, CODES+ISSS ’11, pages 237–246, Taipei, Taiwan, 2011. ACM}

The IVI represents how likely an instruction is to suffer from a hardware error relative to other instructions. Based on the IVI the author then designed a compiler that prioritizes the protection of instructions with higher IVIs over those with lower IVIs. The compiler can then be configured to keep the overhead for generated code below a certain threshold. Developers may thereby explicitly trade error coverage for performance depending on their system’s needs.

Borchert used an aspect-oriented compiler to protect data structures of an operating system kernel implemented in C++ from memory errors.\footnote{Christoph Borchert, Horst Schirmeier, and Olaf Spinzyk. Generative Software-Based Memory Error Detection and Correction for Operating System Data Structures. In International Conference on Dependable Systems and Networks, DSN’13. IEEE Computer Society Press, June 2013} His aspects leverage additional knowledge about important data structures provided by the kernel developer. These data structures are automatically extended with checksumming and validation upon every access.

Compiler-level fault tolerance requires all applications to be recompiled using a new compiler version. Binary-only third-party libraries as well as programs downloaded without their source code cannot be protected. Most compilers however allow interaction between protected and unprotected code. For this purpose they generate code that translates between encoded and non-encoded values as well as between duplicated and single-instance variables and function parameters.

\textit{Software-Implemented Replication} Replication-based software fault tolerance works for binary-only software and thereby addresses the shortcomings of the compiler-level solutions discussed above. Similar to replication at the hardware level, software-level replication creates multiple instances of software components and compares their outputs to detect erroneous behavior.

Software-implemented approaches differ in their spheres of replication. At a large scale, replication is used to achieve fault tolerance in distributed systems. Here, whole compute nodes are replicated with dedicated hardware resources, operating system, and software stack. Kapritsos and colleagues showed with the EVE system that this kind of replication can achieve fault tolerance at low overhead, because replication can incorporate application-level knowledge and batch operations for more efficient processing.\footnote{M. Kapritsos, Y. Wang, V. Quema, A. Clement, L. Alvisi, and M. Dahlin. EVE: Execute-Verify Replication for Multi-Core Servers. In Symposium on Operating Systems Design & Implementation, OSDI’12, Oct 2012} My thesis
explicitly focuses on hardware faults in single compute nodes. Therefore I am not going to further look into distributed systems fault tolerance from here on.

On a single compute node, Bressoud and Schneider showed that virtual machines (VMs) can be used to replicate whole operating system instances.\(^{71}\) These instances are completely isolated using virtualized hardware. The underlying hypervisor makes sure that replicas receive the same inputs in terms of interrupts and I/O operations. VM states are compared after a predefined interval of VM instructions to detect errors. Unfortunately, implementing virtualization-based replication is fairly complex. Modern hypervisors, such as KVM\(^{72}\), require tens of thousands of lines of code not yet including virtualized device models. Furthermore, Bressoud’s work reports a significant execution time overhead of at least a factor of two.

Shye’s process-level redundancy (PLR) moves replication to the operating system level and replicates Linux processes.\(^{73}\) When launching a program, PLR instantiates multiple replicas as well as a replica manager. PLR uses a binary recompiler to rewrite the program in a way that all system calls are redirected to the manager process for error detection. Using this approach, PLR does not require source code availability. Furthermore, by distributing replicas across concurrent compute nodes, PLR achieves low execution time overheads of less than 50% on average for the SPEC CPU 2000 benchmarks in triple-modular redundant mode.

PLR’s architecture motivates the ROMAIN replication service I present in this thesis. As an improvement over PLR, I implement ROMAIN as an operating system service that reuses existing OS infrastructure instead of relying on a complex binary recompiler. This approach significantly reduces the code complexity of the replication mechanism, because binary recompilers such as Valgrind\(^{74}\) comprise more than 100,000 lines of C code.

Furthermore, ROMAIN supports replication of multithreaded applications. A recent work by Mushtaq shares these improvements.\(^{75}\) In contrast to ROMAIN, their work however assumes ECC-protected memory and differs in recovery overhead. I will discuss these differences more thoroughly when I discuss multithreaded replication in Chapter 4.

Zhang’s DAFT compiler combines compiler-assisted fault tolerance with redundant multithreading.\(^{76}\) Instead of encoding data differently, DAFT uses multiple software threads for redundant execution. The compiler then only inserts additional code to exchange and compare compute results between replicas. DAFT furthermore executes code speculatively within its sphere of replication and thereby achieves a execution time overhead of less than 40%.

In the context of high-performance computing, Fiala and colleagues noted that HPC applications traditionally use checkpoint/restart mechanisms to tolerate failing nodes. They modeled the cost for such strategies in future exa-scale systems. Based on these models they claim if current hardware failure trends remain constant, the overhead involved in checkpointing will require more than 80% of the total compute time in 10,000 node systems. This observation makes replication by running replicated processes concurrently on the huge amount of available CPUs a feasible alternative. Fiala therefore
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proposed a replication extension for the Message Passing Interface (MPI) that replicates MPI processes as well as the communication among those programs.  

**SUMMARY:** Software-implemented fault tolerance solutions can be categorized into two classes: compiler-assisted fault tolerance and replication-based approaches. Compiler-level solutions generate machine code that includes additional checksums and validation of results. They require the protected program’s source code to be available.

In contrast, replication-based approaches protect software by running it in multiple instances and comparing these instances’ results. Replication can be applied at various levels ranging from virtual machines through operating system processes down to software threads. While these solutions support binary-only software, they often come with a high resource overhead.

### 2.4.3 Recovery: What to do When Things go Wrong?

Detecting an error before it becomes a failure is only one half of what a fault tolerant system needs to do. In order to provide availability by the definition introduced in Section 2.2.2, the system also needs to react by correcting the error and delivering a correct result. This process is called recovery. Many implementations of recovery mechanisms exist. Randell categorizes them into two classes: backward and forward recovery.  

**Backward (or Rollback) Recovery** comprises solutions that — upon detecting an error — return the system into a previous state that is assumed to be error-free. The most intuitive version of such a mechanism is to simply terminate the erroneous software component and restart it. Unfortunately, with this approach all non-persistent application state is lost. To address this issue, checkpoint/rollback systems periodically create copies of important application data. Upon a restart, the most recently stored version can be recovered. Still, all results computed after the last checkpoint are lost and need to be recomputed. This leads to an increased time to repair.

In contrast to rollback, **forward recovery** tries to repair the erroneous component so that it can continue without the need for re-execution. Replication-based mechanisms implement forward recovery using majority voting. If state comparison detects a mismatch between replicas, the majority of replicas is assumed to be correct and the mismatching replicas are overwritten. This concept has been formalized by Schneider as t-fault tolerance: a t-fault-tolerant system can handle t erroneous components. In order to perform successful recovery, $2t + 1$ replicas are required. As a consequence, replication requires a lower time to repair, but in turn may require a larger amount of resources and energy during normal operation.

While replication is able to recover from transient errors, it will not fix permanent ones, because a replica encountering a permanent error will simply suffer from it again. A forward recovery method to deal with permanently broken hardware is to adapt the running system. This may include turning
off broken CPU cores and running the respective replicas elsewhere. Alternatively, malfunctioning hardware may be worked around by using a software implementation that does not leverage the broken hardware units. As an example for that, Meixner developed Detouring, a compiler solution to deal with permanent errors in floating point hardware. Upon detecting a broken FPU, Detouring switches to program paths that use software-level floating point computations, which are slower but work solely using integer arithmetic.82

A different line of research argues that future hardware and software will suffer from so many errors that developers should rather try to live with them instead of trying to build correct systems. Palem suggested to use probabilistic hardware that generates results that are correct within certain thresholds. He showed that the resulting hardware may be smaller and less energy-demanding than standard processors.83 Unfortunately, with such an approach all software needs to be redesigned to cope with hardware-level uncertainty. It remains to be shown whether this prerequisite is easier to meet than building traditional fault-tolerant systems.

**SUMMARY:** Error recovery mechanisms can be distinguished into backward and forward recovery. In general, these mechanisms are orthogonal to error detection. Therefore, most of the previously discussed error detection mechanisms can be combined with any suitable recovery technique.

### 2.4.4 Fault-Tolerant Operating Systems

Research in operating system fault tolerance is mostly concerned with software errors. Researchers and developers argue that software bugs, especially in device drivers and other hardware-related code, are the main reason for failures in today's systems.84 In this section I have a closer look at how operating systems deal with software errors. I argue that main design principles—such as the use micro-rebootable components—may be employed for tolerating hardware faults as well.

**Building Reliable Operating Systems** Operating system crashes, such as the infamous Windows blue screens or Linux' kernel panics are a major annoyance for computer users. When the system reaches panic mode, it has already failed and a reboot is the only way of returning into a working state. Reboots may take several minutes and therefore have a major impact on a system's availability ratio.85

To improve recovery times after software crashes, Candea proposed to design systems to be micro-rebootable.86 Such systems are built from many small, isolated components that do not share state. If one of these components fails, it is enough to restart this single component instead of rebooting the whole machine. Hence, service downtime is reduced drastically.

Componentization comes with another advantage: in traditional—monolithic—operating systems, device drivers are a main source of software failures.87 Swift’s Nooks system demonstrated that these drivers can be isolated into separate Linux address spaces. This approach protects unrelated...
kernel data from being overwritten by a faulty device driver and thereby increases system reliability.\cite{87}

Operating systems focusing on the isolation of components are nothing new. These design principles have been advocated by the microkernel community since the 1980s.\cite{88} Microkernels move traditional kernel services, such as file systems, network stacks and device drivers, out of privileged kernel mode into isolated user-level applications. Microkernel proponents argue that this improved isolation leads to an increase in scalability, portability, and security. While early microkernels were dismissed for their performance overheads, later kernel generations showed that the improved isolation properties can be gained at a low cost.\cite{89}

Minix3 is a microkernel-based operating system that was specifically designed to tolerate software failures.\cite{90} When a Minix3 process crashes or stops sending heartbeat messages, a system-wide manager terminates and restarts the respective program. Thereafter, all other applications are notified of this restart, so that they can adapt to this situation, for instance by resending outstanding service requests. This approach works best for stateless processes, such as device drivers. Based on Minix3, Giuffrida investigated how stateful services can be restructured to fit into this paradigm. He showed that applications can be written in a transactional manner where either all state is written to a central state storage upon commit or an operation can be rolled back if the application crashes while processing it.\cite{91}

Formally Verified Systems Code Programming errors often lead to software failures. In the worst case, attackers can exploit these bugs to attack the system. Ryzhyk analyzed failing systems code and found that for device drivers, these errors are often not syntactic or algorithmic errors but instead stem from subtle misunderstandings regarding the hardware or operating system interface.\cite{92} Based on this observation he proposed to formalize software development by creating well-defined models of the underlying software and hardware components and then have a compiler automatically generate code that adheres to these models.\cite{93}

The idea to generate code from formal models to improve security is also found in safety-critical systems, such as the Partitioned Operating System Kernel (POK).\cite{94} However, creating the respective models requires a non-negligible manual effort. The involved cost is therefore only spent for building critical systems, whereas standard consumer electronics rather live with occasional crashes to reduce development cost.

In contrast to monolithic operating systems that consist of hundreds of thousands of lines of code, microkernels have a relatively small code size.\cite{95} It is therefore possible to model such a kernel and formally verify this model adheres to well-defined properties. This approach is prohibitive for large systems software because building these formal models requires a huge manual effort. Klein et al. were able to formally prove the correctness of the seL4 microkernel.\cite{96}
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While formal verification of practical code is still in an early phase, efforts are underway to not only prove the correctness of a microkernel, but to also include other operating system components, such as file systems. It is therefore safe to assume that future systems software is going to contain much fewer programming errors than today. However, all these formal efforts still assume that the hardware their software runs on is behaving correctly. As I have shown in the previous sections, this is not necessarily the case. We therefore need additional hardware or software layers that allow to deal with faulty hardware.

**SUMMARY:** Operating system research has largely focused on hardening the kernel against software errors. A commonly found concept to tolerate software failures is to isolate components into separate address spaces, so that a malfunctioning component can only harm itself.

Formal modeling and verification of systems components strives to drastically reduce programming errors and the resulting failures. All these efforts assume hardware to work correctly. In order to really protect a system, we need additional measures to tolerate hardware faults.

### 2.5 Thesis Goals and Design Decisions

In this thesis I develop a fault tolerant operating system architecture. I will call this architecture ASTEROID from now on. ASTEROID aims to protect software from transient and permanent faults arising at the hardware level. Based on the observations presented in the previous sections I derive the following design goals, which I aim to accomplish:

1. **Support for COTS Hardware:** Building fault-tolerant hardware components incurs additional design cost, chip area, as well as execution time overhead. ASTEROID strives to avoid these costs by solely relying on features that are available in commercial-off-the-shelf hardware, so that its results are applicable to other existing COTS platforms.

   For some hardware mechanisms, such as ECC-protected memory, it is hard to say whether they are already a commodity or still considered specialized. In such situations I will conservatively assume these features to be unavailable.

2. **Exploit Hardware-Level Concurrency:** Modern hardware platforms usually contain multiple CPU cores in combination with abundant memory and complex cache hierarchies. It is likely that the number of cores will continue to grow, although not all cores might be powered at the same time anymore.

   These practical realities make the use of replication-based fault tolerance feasible and ASTEROID therefore uses replication as the foundation for detecting and correcting errors. Additionally, I will in this context also have a look at the interaction between caches, memory, and CPU cores.
in modern platforms in order to make informed decisions about resource allocation and replica placement.

3. **Efficient Error Detection and Correction:** Hardware faults are still rare enough that a system will run error-free for most of its lifetime. Error detection mechanisms should therefore aim to decrease execution time overhead. Correction needs to be fast in order to reduce its impact on system availability.

   ASTEROID replicates software on distinct physical CPU cores, allowing replicas to run independently as long as possible. I implement a replication service leveraging the redundant multithreading concept in order to minimize execution time overhead.

   Recovery mechanisms are orthogonal to error detection techniques. ASTEROID supports various ways of recovery including application restart, checkpoint/rollback, as well as majority voting. Restart and checkpointing have already been considered in previous work. I will focus on majority voting as a recovery technique in this thesis.

4. **Use a Componentized Operating System:** Previous work in OS-level fault tolerance has shown that isolating OS components into separate processes is useful with respect to tolerating software faults. I believe that this assumption holds with respect to hardware errors and will therefore base ASTEROID on a microkernel. I use the Fiasco.OC microkernel, because this kernel is freely available and has a proven track record of working in different scenarios, such as real-time, security, and virtualization.

5. **Binary Application Support:** Modern software is often distributed in its binary form and the source code is unavailable to the general public. ASTEROID protects any existing program without relying on parsing or modifying their source code. I do not leverage compiler-based fault tolerance mechanisms in this thesis. However, I will discuss situations in which compiler support may be useful and evaluate what impact this would have on ASTEROID in general.

6. **Support Multithreaded Programs:** With the abundance of CPU cores in modern hardware, software developers speed up program execution times by parallelizing compute operations. The OS kernel typically implements threads and schedules them on the available CPU cores.

   Scheduling multi-threaded applications introduces non-determinism into the system. Determinism is however a prerequisite for replication. I will present a solution to replicate multithreaded applications.

7. **Protect the Reliable Computing Base:** Software-level fault tolerance mechanisms suffice to protect execution of user-level programs as well as high-level operating system services against hardware errors. However, most of these mechanisms implicitly rely on the fact that at least parts of the underlying hardware and software stack always function correctly. I call these components the Reliable Computing Base (RCB).

   I will investigate ASTEROID’s RCB in this thesis and propose ways of hardening this part of the system against hardware faults.

---


SUMMARY: In this chapter I reviewed hardware effects that may lead to erroneous behavior and surveyed existing research that tries to mitigate these problems. From this survey I derived requirements and design goals for ASTEROID, the fault-tolerant operating system architecture I present in this thesis.

ASTEROID aims to leverage replicated execution to provide error detection and correction to binary-only programs. The architecture relies on modern multi-core COTS hardware and aims to protect all parts of the software stack against the effects of hardware errors.

In the remainder of this thesis I present how ASTEROID achieves the above goals. In Chapter 3, I give an overview of ASTEROID and introduce ROMAIN, an operating system service for replicated execution on top of FIASCO.OC. Thereafter, I describe how to extend ROMAIN to replicate multithreaded applications in Chapter 4 and evaluate ASTEROID’s overhead and error detection capabilities in Chapter 5. Finally, I investigate ASTEROID’s Reliable Computing Base in Chapter 6.
3

Redundant Multithreading as an Operating System Service

In the previous chapter I explained that hardware faults do occur in today’s systems and that their rate is likely to increase in future hardware generations. The goal of my thesis is to develop an operating system architecture that detects errors by replicating applications and that uses majority voting to recover from errors.

The main focus of this chapter is ROMAIN, an operating-system service implementing redundant multithreading for applications running on top of FIASCO OC. I describe how ROMAIN interposes itself between application replicas and the operating system kernel. I present mechanisms to manage replicas’ resources. Furthermore, I describe how ROMAIN provides error detection and recovery based on these mechanisms. The ideas and decisions described in this chapter were originally published in EMSOFT 2012 and SOBRES 2013.

3.1 Architectural Overview

In order to protect platforms based on commercial-off-the-shelf (COTS) hardware components, we need to apply software-level fault tolerance techniques. A large fraction of today’s software is only available in binary form and vendors do not provide access to the source code. It is therefore infeasible to protect the whole software stack solely using existing compiler-level fault tolerance methods.

The operating system lies at the boundary between hardware and software and is in control of all programs. Placing a fault tolerance mechanism at the OS level therefore protects the largest possible set of applications. However, fault tolerance is potentially expensive in terms of execution overhead and resource requirements. The OS should therefore not enforce a mechanism on all applications but allow the system designer to selectively protect programs. This approach has two advantages over full-system replication:

1. Applications that have been implemented using fault tolerant algorithms or programs that were compiled using a fault-tolerant compiler take care of fault tolerance themselves. These applications do not require additional support from the OS.
2. In resource-constrained environments, a user may be willing to accept a failure in an unimportant application while still wanting to protect another, more important program.

For the above reasons, I structured the ASTEROID fault-tolerant operating system design as shown in Figure 3.1. ASTEROID uses software-level replication to detect and correct errors that manifest as the effects of hardware faults. It runs on COTS hardware components and protects binary-only applications. This approach makes fault tolerance transparent to user-level applications and developers do not have to take specific precautions to counter hardware errors.

ASTEROID replicates on a per-application basis using an OS service named ROMAIN. This design decision allows users to selectively turn on replication for applications that require this service. ASTEROID’s sphere of replication is a process. As long as a process only performs internal computation, there is no interaction with the replication service or the kernel. Only when application state becomes visible to outside observers, replicas are compared for state deviations that indicate an error. This redundant multithreading approach reduces the execution time overhead imposed by the replication service. This benefit does not come for free, because replication increases memory and CPU usage compared to native execution.

In the previous chapter we saw that splitting software into small, isolated components improves system reliability. Hence, a microkernel is a natural choice for building a fault tolerant operating system. ASTEROID is based on the FIASCO.OC microkernel developed at TU Dresden. In addition to its isolation properties, a microkernel foundation offers another advantage: as traditional operating system services – such as device drivers,3 file systems,4 and networking stacks5 – run in user space, ROMAIN can replicate them and thereby provide protection against hardware faults.6

ASTEROID reuses L4Re, FIASCO.OC’s existing user-level runtime environment.7 In the remainder of this chapter I focus on my extension to this system, the ROMAIN replication service. I describe how ROMAIN adds replication capabilities to L4Re and how it detects and recovers from the effects of hardware errors.

---


We will see in Chapter 7 that replication of device drivers is still an open issue.

http://l4re.org
3.2 Process Replication

ROMAIN—the Robust Multithreaded Application Infrastructure—is an extension to L4Re that allows replicated execution of single processes. It provides replication as a form of redundant multithreading as described in Section 2.4.1 on page 26 and leverages software threads provided by the FIASCO OC kernel. Figure 3.2 shows ROMAIN’s architecture for a triple-modular redundant setup.

Replicas execute a single instance of a protected application. They run in separate address spaces to achieve fault isolation and prevent a failing replica from overwriting the correct state of other replicas. Users can configure the number of replicas at application startup time and thereby create arbitrary n-modular redundant setups. For every replicated application, a master process is responsible for managing replicas, validating their states, and performing error recovery.

The ROMAIN master process has three tasks:

1. **Binary Loading**: During application startup, the master acts as a program loader. According to the configured number of replicas, the master creates address spaces and loads the respective binary code and data segments from the executable file. Thereafter, the master creates a new thread for every replica and makes these threads start executing program code within their respective address spaces.

2. **Resource Management**: Redundant multithreading executes replicas independently while they only modify their internal state. In terms of ROMAIN a replica’s internal state comprises:
   - Replica-owned memory regions,
   - Each replica’s view on FIASCO OC kernel objects, and
   - Each thread’s CPU register state.

   The master process maintains full control over the above resources for every replica. Thereby, the master ensures that the replicas always receive identical inputs. The replicas then execute identical code and will produce identical outputs as long as they are not affected by a hardware fault.

   We will see in Chapter 4 that we need to take additional precautions to handle multithreaded replicas, because these programs may suffer from scheduling-related non-determinism, which the master process needs to cope with as well. In the scope of this chapter I will however assume single-threaded replicas.
3. **Error Detection and Correction**: The master process detects and corrects errors by monitoring replica outputs. In the context of ROMAIN a replica output is any event that makes application state visible to the outside world. These events include system calls, CPU exceptions (such as page faults), as well as writes to memory regions that are shared with other applications. I will refer to these events as *externalization events* in the remainder of this thesis.

### 3.3 Tracking Externalization Events

To remain in control over the replicas’ states, the master process needs a way to intercept externalization events. Shye’s Process Level Redundancy (PLR), which I described in Section 2.4.2 on page 32, applies binary recompilation for this purpose and rewrites the replicated program so that all system calls are reflected to the PLR replication manager.

**Why not use Binary Rewriting?** Binary rewriting is a complex task\(^8\) and applying it to general-purpose programs needs to solve two problems: First, we need to identify all binary instructions in order to instrument them. This is difficult for instruction set architectures with variable-length instructions, such as Intel x86. The rewriter here needs to disassemble all instructions step by step. Furthermore, dynamic branches due to function pointers and register-indirect addressing mean that not all instructions can be rewritten statically, because runtime information is needed to identify the targets of dynamic branches. The rewriting process therefore needs to be carried out incrementally.

The second issue with binary rewriting is how to instrument code. Naively, we might assume that instrumentation would simply replace the instrumented instruction with a `call` to an external instrumentation handler. Unfortunately, given x86’s variable instruction lengths this does not work: instructions may be as short as a single byte, but a `call` instruction requires 5 bytes to be overwritten.

Solving these problems correctly and efficiently is difficult\(^9\) and out of scope for this thesis. Furthermore, Kedia’s efficient binary translation work reports an execution time overhead of about 10% for application workloads.\(^8\) This is the base overhead even a very efficient replication service would have to work with. I therefore decided to avoid binary rewriting and instead rely on existing FIASCO.OC infrastructure for intercepting externalization events.

**Virtual CPUs** ROMAIN tracks a replicated application’s externalization events using a software exception mechanism implemented by the FIASCO.OC kernel. Whenever a monitored thread performs an activity that becomes visible to the kernel—such as issuing a system call or raising a page fault—FIASCO.OC notifies a user-level exception handler of this fact.

In previous versions of FIASCO.OC developers had to distinguish between different types of exceptions (page faults, system calls, protection faults) and register specific handler threads for these events.\(^10\) In its most recent version, FIASCO.OC unifies all types of exception handling into a single mechanism called a **virtual CPU** (vCPU). vCPUs constitute threads

---


\(^9\) Derek Bruening and Qin Zhao. Practical Memory Checking with Dr. Memory. In Symposium on Code Generation and Optimization, CGO ’11, pages 213–223, 2011

that execute within the bounds of an address space and are subject to the
kernel’s scheduling, as well as resource and access limitations. Besides being
easier to program against, the vCPU exception handling model requires fewer
kernel resources and is slightly faster.\footnote{Adam Lackorzynski, Alexander Warg,}
\and Michael Peter. Generic Virtualization with
Virtual Processors. In Proceedings of Twelfth
Real-Time Linux Workshop, Nairobi, Kenya,
October 2010

vCPUs differ from normal threads in the way system calls and exceptions
are handled by the kernel. I illustrate this handling in Figure 3.3. Instead of
directly handling a CPU trap (1), the kernel delivers this trap as an exception
message to a user-level handler process (2). This exception handler inspects
the vCPU’s register state and then reacts upon the exception by modifying this
state or the vCPU’s resource mappings (3). Thereafter the handler instructs
the kernel (4) to resume execution of the vCPU (5).
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12 Hardware- and software-induced traps are the only way for an x86 program to break out
of user-mode execution and communicate with other applications through a
system call. ROMAIN uses vCPUs for executing replica code. The master
process takes over the role of the external exception handler and thereby
intercepts all such externalization events. We will see in Chapter 5 that this
way of inspecting replicas has an execution time overhead of close to 0% for
application benchmarks. It is therefore more efficient and less complex than
applying binary rewriting.

Limitations of Using vCPUs There is one type of externalization event that
the ROMAIN master cannot intercept using the vCPU model: reads and
writes to memory regions shared with external applications. If a memory
region is mapped to an application, any further accesses to it will not raise
any externally visible trap that the kernel can intercept. I will describe my
solution to this problem in Section 3.6 on page 57.

A second drawback of my decision to use vCPUs is that ROMAIN depends
on FIASCO.OC. The implementation cannot easily be transferred to another
operating system, such as Linux. This problem can be solved by retrofitting
the target OS with a vCPU implementation. However, this would require
a substantial effort. Alternatively, we can exploit mechanisms in the target
OS that provide features similar to the vCPU model. Florian Pester showed
that a ROMAIN implementation on Linux is possible\footnote{Florian Pester. ELK Herder: Replicat-
ing Linux Processes with Virtual Machines.}
d by leveraging Linux’
kernel-level virtual machine (KVM) feature.\footnote{Avi Kivity. KVM: The Linux Virtual Ma-
chine Monitor. In The Ottawa Linux Sympo-
sium, pages 225–230, July 2007}
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Using the vCPU model, the external exception handler can intercept all
CPU traps caused by a program. These traps include system calls, page
faults, as well as all other traps defined by the x86 manual.\footnote{Intel Corp. Intel64 and IA-32 Ar-
chitectures Software Developer’s Man-
ual. Technical Documentation at http://
www.intel.com, 2013} Hardware- and
software-induced traps are the only way for an x86 program to break out
of user-mode execution and communicate with other applications through a
system call. ROMAIN uses vCPUs for executing replica code. The master
process takes over the role of the external exception handler and thereby
intercepts all such externalization events. We will see in Chapter 5 that this
way of inspecting replicas has an execution time overhead of close to 0% for
application benchmarks. It is therefore more efficient and less complex than
applying binary rewriting.
Replication using vCPUs

To replicate a program, ROMAIN launches one vCPU for each replica. A replica vCPU then executes inside a dedicated address space as explained in the previous section. System calls and other CPU exceptions are handled as depicted in Figure 3.4. (I do not show involvement of the microkernel for better readability.)

In line with the concept of redundant multithreading, replicas execute independently until their next externalization event occurs. At this point the kernel delivers information about the event along with the faulting vCPU’s state to the ROMAIN master process. Externalization acts as a barrier blocking execution of all replicas that raise an event (1) until the last replica raises an event as well (2).

Once all replicas arrive at their next externalization event, the master begins processing it (3). The master first compares the replicas’ states and detects and corrects potential errors. I will have a closer look at this stage in Section 3.8 on page 65. Once this phase is completed, the master is sure that all replicas agree on their state. The master then handles the actual event.

Depending on the event type, the master performs different actions. While most system calls are simply proxied to the kernel, resource management requests are handled by the master itself. I will discuss in detail how replica resources are managed in Sections 3.4–3.7. During event processing the master may perform one or more additional system calls and allocate additional resources and kernel objects (4). Once the event is handled, the master updates the replicas’ states according to the event’s outcome and directs the vCPUs to continue execution (5).

Replica Event Processing

From a software engineering perspective, ROMAIN’s event processing is implemented using the Observer design pattern. Each event observer is capable of handling a specific event type. After validating replica states, the master’s exception handler iterates over a list of these independent observer objects. Each observer inspects the current event and decides whether the event can be handled. If the observer handled the event, processing is stopped and the replicas resume execution. Otherwise the event is passed to the next observer in the list.

Table 3.1 lists ROMAIN’s most important observer objects. Listing 3.5 on the next page gives an overview of the event processing steps described in this section as pseudo-code.

**Summary:** ROMAIN replicates binary applications running on top of the FIASCO.OC microkernel. To make replicas deterministic,
void Master::handle_event()
{
    state_list = wait_for_all_replicas();
    compare_states_and_recover(state_list); // see Section 3.8
    // We know all states to be identical, so just
    // pick the first one.
    ReplicaState state = state_list.first();
    for (Observer o : eventObservers)
    {
        // Event processing, see Sections 3.4 - 3.7
        ret = o.process_event(state);
        if (ret == Event::Handled) // processing successful
        {
            for (ReplicaState replica : state_list) {
                // update from processed state
                replica.update(state);
                replica.resume();
            }
            return;
        }
    }
    ERROR("Invalid_event_detected!");
}

Listing 3.5: ROMAINE processing of externalization events

a master process needs to remain in control of all input going into a replicated application. Outputs need to be intercepted to validate replica states before they become visible to external applications. These properties are achieved using FIASCO.OC’s vCPU mechanism.

3.4 Handling Replica System Calls

Whenever programs access OS services, they interact with the underlying kernel using system calls. The kernel provides services through specific kernel objects. The actual implementation of these objects varies: Unix-like systems – such as Linux – provide kernel services through files, whereas Windows uses service handles. FIASCO.OC enables object access using an object-capability system.16

Referencing Objects Through Capabilities Before introducing system call replication, I explain FIASCO.OC’s object model using Figure 3.6 as an example. The kernel manages objects (A, B, C) that represent execution abstractions (threads), address spaces (processes), and communication channels. These objects exist inside the kernel. The kernel implements access control for these objects using a per-process capability table that stores object references.

Programs invoke kernel functionality by issuing a system call to a kernel object. They denote the kernel object using an integer capability selector, which is interpreted by the kernel as an index into the process’ capability table. In the example, Program 1 has access to objects A and C through capability


Figure 3.6: FIASCO.OC’s object-capability mechanism in action
selectors 1 and 3. Program 2 has access to objects B and C through capability selectors 2 and 4.

Programs can furthermore create new kernel objects. During creation a reference to the new object will be added to the creator’s capability table. The kernel does not track allocation of capability table entries – it is up to the application to decide where to place the new object reference.

**System Call Types** In order to perform a system call, an application needs to send parameters to the kernel. **FIASCO** provides a per-thread memory region for this purpose, the *user-level thread control block (UTCB)*. A calling thread puts parameters into its UTCB and then invokes a specific kernel object. The kernel then interprets the UTCB’s content and handles it depending on the type of invoked object.

In the context of **ROMAIN**, a system call constitutes an externalization event where data exits the application’s sphere of replication. The master process intercepts these events and compares replica states. If they match, the event handler inspects system call parameters and distinguishes between kernel object management, messaging system calls, and resource mappings.

1. **FIASCO** implements *kernel objects*, such as processes and threads. For the purpose of creating and managing these objects, the kernel provides specific system calls. The **ROMAIN** master needs to intercept these calls and replicate kernel-level objects in order to implement redundant multithreading. For instance, when a replicated application creates a new thread, the master needs to ensure that a separate instance of this thread is created inside every single replica.

2. **Messaging system calls** send a message through **FIASCO**’s Inter-Process Communication (IPC) mechanism. The kernel provides a specific object for this purpose, the IPC channel. Sending data through such a channel copies the message payload to a receiver. IPC system calls do not modify any kernel or application state. The master process therefore simply executes them using the replicas’ system call parameters.

3. **Resource mappings** are an extension to the IPC mechanism. In addition to a data payload they contain resource descriptors, which are called *flexpages* in **FIASCO** terminology. Flexpages are used to transfer access rights to kernel objects to or from the calling thread. Flexpage IPC therefore modifies the state of a replicated application and requires special handling by the master process.

On the following pages I first describe how **ROMAIN** handles data-only IPC messages. Thereafter I discuss the handling of object-capability mappings. I defer the discussion of memory management and related issues to Sections 3.5 and 3.6.

### 3.4.1 Proxying IPC Messages

Microkernel-based operating systems implement most OS functionality inside isolated user-level applications. Clients use these OS services through a kernel-provided IPC mechanism. IPC therefore constitutes the largest fraction of system calls in any microkernel-based system and is considered to be most crucial when designing such a kernel.

---

Fiasco OC provides IPC through the previously mentioned communication channel kernel object. A sender thread puts data into its UTCB and issues a system call. The kernel then copies data into the receiver thread’s UTCB. Messages are limited by the UTCB payload size of 256 bytes. Aigner showed that this size is sufficient for most messaging use cases in microkernel-based systems.\(^{18}\)

When detecting a messaging system call, the ROMAIN master sends the respective IPC message once to the specified target thread. Conceptually, it does so by copying the message from a replica’s UTCB into its own UTCB and then performing a system call to the same communication channel that was originally invoked by the replica. Replica threads are always vCPUs, which are blocked while the master is processing a system call. Therefore we can in practice avoid the UTCB-to-UTCB copy. Instead, the master reuses the trapping replica’s UTCB when it proxies the IPC message.

Sending a replicated IPC message only once enables replicated and unreplicated applications to coexist on the same system as shown in Figure 3.7: Unreplicated programs will only receive messages once, regardless of the number of replicas in the sending application. They will furthermore always send their messages to the master process, which then multiplexes incoming messages to the actual replicas.

However, this design decision makes the transmission of a single IPC message vulnerable to hardware errors. The same is true for any other execution within the master process and other interactions with the kernel, because these mechanisms remain outside ROMAIN’s sphere of replication and therefore form a single point of failure for the ASTEROID system. I will return to this problem and possible solutions in Chapter 6.

### 3.4.2 Managing Replica Capabilities

In order to correctly redirect IPC messages, the master needs to know which kernel objects the replicas were trying to invoke. For this purpose all the capabilities of these objects need to be mapped into the master’s capability space. New kernel objects are always created through a system call and the master intercepts all of these calls. Through this mechanism the master can always add such object mappings to its own capability table.

As mentioned in Section 3.4, the layout of a capability table is managed by each user application itself. L4Re applications do so by keeping a bitmap of used and unused capability slots in memory. Modifications of this bitmap are plain memory accesses, will never lead to a system call, and can therefore not be inspected by the master process. When replicating an application this leads to the problem shown in Figure 3.8.

The figure shows the capability tables of two replicas and their master process after running for some time. As the replicas are deterministic, their capability tables are always laid out identically. Modifications to the capability table happen in the form of system calls so that any divergence would be detected by the master process. In this example, two objects are mapped into slots 1 and 2. The remaining slots are still unused. The master process also gets access to the replicas’ capabilities by mapping these objects into free slots inside its own capability table. Additionally, the master may allocate objects

---

for private use, so that its capability table contains more object references than the replicas’ tables. In the example, the master has allocated private objects into slots 2 and 3, whereas the replica-visible objects are mapped to slots 1 and 4.

A Capability Translation Mechanism If the master wants to relay IPC messages to the destination requested by the replicas, it has to translate the capability selector specified by the calling replica into a valid selector in the master’s capability table. An intuitive solution to this problem would be to maintain a Selector Lookup Table (SLT). This SLT is then used in the following three cases:

1. If the replicas request to add a kernel object to their capability tables at slot $R$, find an empty slot $M$ in the master’s capability table. Store $R \rightarrow M$ in the SLT. Rewrite the replica system call parameters to obtain mapping into master capability slot $M$.\(^{19}\) Then perform the system call.

2. If the replicas perform a system call using an existing capability selector $R$, look up the corresponding master capability selector $M$ from the SLT. Rewrite the system call parameters to use $M$. Then perform the system call.

3. If the replicas remove a capability $R$ using the `l4_fpage_unmap()` system call, look up the master capability selector $M$ from the SLT. Rewrite the system call parameters to delete $M$. Perform the system call. Finally, remove $R \rightarrow M$ from the SLT.

Avoiding Capability Translation Using an SLT to translate capability selectors is feasible, but adds rewriting and lookup overhead to every replicated system call. To avoid this overhead, ROMAIN uses partitioned capability tables as shown in Figure 3.9. As explained in Section 3.2 on page 41, the master acts as the program loader for its replicas. During program loading the master also sets up the replicas’ initial memory regions. The replicas’ capability bitmap resides at a fixed location in one of these memory regions.

To partition capability tables the master marks the first 16,384 entries in the replicas’ capability bitmaps as reserved by setting their bits to 1 during application loading.\(^{20}\) In turn, all but the first 16,384 entries in the master’s capability bitmap are marked as used as well. Reserved regions are marked gray in Figure 3.9. As a result the replicas will always map kernel objects into capability slots $R \geq 16,384$, whereas the master will allocate all its private objects within capability slots $M < 16,384$.

Using this partitioning approach replica and master capability selectors will never overlap. Furthermore, all capability selectors used by replicas will have matching empty slots in the master’s capability table. The master may therefore map copies of replicas’ capabilities into the same slots in its own capability table, thereby creating a 1:1 mapping between replica and master capability selectors. For this reason the master neither has to perform any translation of capability selectors, nor does it need to rewrite replicas’ system call parameters.

As a drawback, the partitioning approach reduces the number of available capability selectors for both the replicas and the master. However, this was not a problem in any of the experiments I conducted during this thesis.
Fiasco.OC’s possible capability space is much larger than the number of capabilities actually used by applications.

Partitioning furthermore only works for applications where the master can locate the fixed capability management bitmap. This is the case for all applications that link against the L4Re libraries, which in turn is the default way of building Fiasco.OC applications. If an application did not use L4Re, the master would have to fall back to using an SLT as described above. However, I did not implement an SLT yet as this feature was not necessary for any of the experiments conducted in this thesis.

**SUMMARY:** System calls are the main way for an application to perform input and output. Roman uses Fiasco.OC’s virtual CPU mechanism that allows to intercept any CPU exception raised by a replica. Upon a system call, the master compares replica states for error detection.

If the replicas’ states match, the master performs the requested system call on behalf of the replicas. Afterwards, the replica vCPUs are modified as if they had done the system call themselves. Thereby the master ensures that identical inputs reach the replicas.

Fiasco.OC’s object-capability system maintains a table of capability selectors for every process. These selector tables will always be identical between correct replicas. However, the master’s selector table may differ. To avoid complicated translations between replica and master capabilities, the master applies a partitioning scheme that allows 1:1 translation of replica to master capabilities.

### 3.5 Managing Replica Memory

In the previous sections I described replication techniques that allow the Roman master to execute replicas inside isolated address spaces, intercept and monitor their system calls, and maintain control over all kernel objects that are used by a replicated application. Replicas furthermore access data in memory, which therefore needs to be managed as well.

From the perspective of redundant multithreading, we can distinguish between **private** and **shared** memory regions. Private memory, which is the focus of this section, is only used by an application internally and never becomes directly accessible to an outside observer. Roman provides each replica with dedicated physical copies of private memory regions. After an initial setup, the replicas can use these copies without synchronizing with the master or other replicas. Private memory regions therefore only have a low impact on replicated execution overhead.

In contrast to private memory, shared memory regions exist between multiple applications and are therefore not in full control of a single Roman master process. I will show in Section 3.6 that this can lead to inconsistencies within a replicated application and that these regions therefore need to be handled in a special way by the master process.
3.5.1 **FIASCO OC Memory Management**

Microkernel-based operating systems implement the management of memory regions inside user-level applications and only provide kernel mechanisms to enforce these management decisions. FIASCO OC’s memory management is derived from Sawmill’s hierarchical memory managers.\(^{21}\) I explain the concepts involved in this management using Figure 3.10 as an example.

**Transferring Memory Mappings** Making chunks of memory available to another application requires modifications to the target’s hardware page table, which is only accessible in privileged processor mode. FIASCO OC’s IPC mechanism provides means to send memory mappings from one application to another. The kernel then carries out the respective page table modifications. This procedure is identical to the one used to delegate kernel object access rights described in Section 3.4.\(^{22}\)

**Dataspaces as Generic Memory Objects** Memory content can originate from different sources, such as anonymous physical memory, memory-mapped files, or even a hardware device. In FIASCO OC all these sources of memory are managed by user-level servers, which provide access to the memory they own through a generic memory object, a *dataspaces*.

**Region Manager** An application’s address space consists of a combination of regions. Regions are parts of remote dataspaces mapped to a specific virtual address range within the local address space. For every application, a region manager (RM) maintains a *region map*, which stores a mapping between regions and the dataspaces that provide backing storage for them.

**Page Fault Handling** Whenever an application accesses a virtual address that has no corresponding entry in the hardware page table, the CPU raises a page fault exception. The kernel’s page fault handler redirects this exception to the faulting application’s RM. The RM then looks up the faulting address’ region and asks the corresponding dataspace manager to receive a valid memory mapping via IPC. Using this mechanism all page faults are handled by a user-level component as well.

3.5.2 **Romain Memory Management**

Before a FIASCO OC application can successfully access an address in memory, it has to complete three actions:

1. The application needs to obtain a capability to a dataspaces.
2. A new region in the application’s virtual memory must be associated with this dataspaces. For this purpose the application asks its RM to *attach* this region to its address space.
3. Finally, the application accesses the memory address. The RM catches the resulting page fault and asks the corresponding dataspace manager for a memory mapping to the appropriate virtual address.
The main difference with respect to memory management in a replicated environment is that ROMAIN needs to provide each replica with a dedicated copy of its respective memory regions. Then, the replica can access memory independently from other replicas with no further execution time overhead, while ROMAIN still remains in control of all input and output operations for the purpose of error detection.

Obtaining Dataspaces (Step 1) Dataspaces are implemented using the communication channel kernel object. ROMAIN does not replicate these objects, but instead attaches any incoming dataspaces to the replicas’ and master’s capability tables as described in Section 3.4.2.

Region Management (Step 2) For the second step, the ROMAIN master process takes over the role of each replica’s region manager. To achieve this, the master uses the system call interception mechanism described in Section 3.4.1 to intercept all messages replicas send to their respective RM.

The master then performs replicated region management as shown in Figure 3.11. Upon interception of a dataspaces attach() call, the master creates a copy of the respective dataspaces for every replica (a). For this purpose the master obtains additional empty dataspaces and copies the original dataspaces’ content. Thereafter, each replica gets its dedicated copy inserted into its region map (b).

L4Re uses an AVL tree\(^{23}\) to store the region map. Such trees allow fast lookups, which in case of memory management are required for every page fault handling operation.

The intuitive solution to manage replicated memory in ROMAIN would be to let the master maintain one copy of the region map for every replica. This requires no modification to L4Re’s region management code at all. However, it would multiply the number of lookups and modifications that need to be performed during every RM operation.

Looking closer at the problem we find that the replicas’ address space layouts will never differ, because correctly functioning replicas will always attach identical dataspaces to identical memory regions. Incorrect replica operations will be detected by ROMAIN before any modification of the region map takes place. Hence, the region maps can be stored in a single AVL tree.

ROMAIN extends L4Re’s region map implementation with a specialized leaf node type. ROMAIN’s leaf nodes do not store a single mapping from region to dataspaces, but instead store one dataspaces capability for every replica. Thereby ROMAIN is able to find all dataspaces copies for a memory region with a single lookup operation instead of performing N lookups when managing N replicas.

Page Fault Handling (Step 3) The ROMAIN master process sets itself up to be the page fault handler for all replica threads. This is necessary to prevent an external page fault handler from obtaining unvalidated replica state. Furthermore, it allows the master to remain in control of the replicas’ address space layout.

When receiving a page fault message, the master process looks up the replicas’ memory regions in the region map. It then translates the page

fault address to an address within its own virtual address space to find the local mapping of the replica region. Finally, the master uses FIASCO.OC’s memory mapping mechanism to map the respective memory regions into each replica address space.

### 3.5.3 What if Memory was ECC-Protected?

As I explained in Section 2.4.1 on page 28, many modern COTS memory controllers provide ECC protection of the stored data. Therefore, software fault tolerance mechanisms – such as SWIFT – often rely on such protection. They can thereby reduce their performance overhead by never validating data in memory.

ROMAIN maintains dedicated copies of all memory regions for every replica and therefore does not require this kind of memory protection. Any fault in a memory word that leads to incorrect outputs by a replica will be detected on the next externalization event. Furthermore, ROMAIN replicas do not suffer from cases where ECC protection does not suffice to detect errors, which were for instance reported by Hwang and colleagues. However, ROMAIN’s solution leads to increased memory overhead: N replicas require N times the amount of memory compared to a single application instance. If ECC memory protection allowed us to significantly decrease this memory consumption, it might therefore be a useful configuration option.

If we assume having functioning ECC-protected memory, ROMAIN can improve memory consumption for read-only regions: This kind of data never gets modified by the application, and the master can therefore use a single copy of a read-only region and map it to all replicas’ address spaces. ECC will make sure that replicas always read correct data. Furthermore, the virtual memory’s write protection can be used to intercept any attempt to overwrite this data by a faulty replica.

Unfortunately, this approach does not work for writable memory regions. As ROMAIN’s replicas execute independently, they may read or write those regions at different points in time. If their memory accesses went to the same physical memory location, this might induce inconsistent states and application failures. In order to overcome this, replicas would have to synchronize upon every access to such a memory region, which in turn would largely increase ROMAIN’s runtime overhead.

ROMAIN’s memory manager supports an ECC mode as shown in Figure 3.12. Read-only memory regions are stored as a single copy and mapped to all replicas. Writable regions are copied as explained in the previous section. While this mode integrates ECC-protected memory into ROMAIN, it does not significantly reduce memory overhead. For example, the SPEC CPU 2006 benchmarks – which I use for evaluating ROMAIN’s execution time overheads in Chapter 5 – may share their read-only executable code and data regions this way. However, these regions only occupy a few kilobytes of memory, whereas the benchmarks dynamically allocate hundreds of megabytes for their heap. Heap regions are however writable and hence need to be copied. As a result, ROMAIN’s ECC optimization is disabled by default.

This optimization may however be useful in other scenarios where the text segment makes up a larger fraction of an application’s address space. For
example, my work computer runs the chromium web browser. For this application, the text segment and the dynamically loaded libraries consume about 50% of the application’s address space. In this setup, not physically replicating read-only memory segments would significantly reduce the memory overhead required for replication.

3.5.4 Increasing Memory Management Flexibility

Memory management requires a substantial amount of work on the side of the ROMAIN master process. It is therefore a source of runtime overhead. To quantify the memory-related runtime overhead I implemented a microbenchmark that stresses FIASCO.OC’s memory subsystem. Listing 3.13 shows the benchmark as pseudocode.

```c
void membench()
{
    // Step 1: Dataspace allocation
    Dataspace ds = memory_allocator.alloc(1 GiB);

    // Step 2: Attach to address space
    Address start = region_manager.attach(ds, size=1 GiB);

    // Step 3: Touch memory
    for (Address address : range(start, start + 1 GB)) {
        *address = 0;
        address += L4_PAGE_SIZE;
    }
}
```

An application first allocates a dataspace of 1 GiB size. This first phase constitutes simple object allocation that in the ROMAIN case is proxied by the master process. The application thereafter attaches this dataspace to its address space by calling its region manager. This second step triggers region management within the master process. We can use this second phase to compare ROMAIN’s and L4Re’s original region management. In the third phase, the benchmark touches every virtual memory page in this dataspace exactly once by writing a single memory word in each page. This last step is dominated by the page fault handling that every memory access will cause.

I first executed the benchmark natively on top of FIASCO.OC to get a baseline measurement. Thereafter I ran the benchmark as a single replica using ROMAIN. The second measurement therefore solely shows the overhead introduced by proxying system calls and memory management and does not contain replication cost. I will investigate replication cost for real-world applications in Chapter 5.

I executed the benchmark on an Intel Core i7 (Nehalem) clocked at 3.4 GHz with 4 GB of RAM. Figure 3.14 shows the benchmark results and breaks down total execution time into the dataspace allocation, region management, and page fault handling overhead. The results are arithmetic means of five benchmark runs each. The test machine was rebooted for each run to avoid cache effects. The standard deviation was below 0.1% for all measurements and is therefore not shown in the graph.

We see that page fault handling overhead dominates native execution. Allocating a dataspace and attaching it to a region each cost one IPC message
plus server-side request handling time. These steps are completed within 2 µs. The remainder of the time is spent resolving one page fault for every 4 KiB page. These faults result in sending $1 \text{GiB} / 4 \text{KiB} = 262,144$ page fault messages, which the pager then translates to the same amount of dataspace mapping requests.

In the R\textsuperscript{OMAIN} case we see that dataspace allocation takes slightly longer than in the native case. This overhead stems from the fact that the single allocation message is now intercepted and proxied by the master process. However, this overhead is negligible compared to the other two phases.

Region management costs around 400 ms in contrast to 0.5 µs in the native case. In contrast to native execution, the master has to perform additional work in this phase. Instead of only managing application regions, it also attaches all memory to its own address space, causing the respective page faults in this course. Given this fact, attaching a region with R\textsuperscript{OMAIN} should therefore be as expensive as the total page fault handling time in the native case, because all 4 KiB page faults need to be resolved here as well. This is not the case because R\textsuperscript{OMAIN} does not touch every single page, cause a page fault, and translate it into a dataspace mapping request. Instead, the master process uses the dataspace interface directly and thereby avoids additional page fault messages.

Once the region is attached in the master, the replica continues execution and touches all memory pages. This case is equivalent to the native case and causes the same amount of page faults to be handled.\textsuperscript{25} Hence, the page fault handling phase takes as long in R\textsuperscript{OMAIN} as in the native case.

\textbf{Reducing Memory Management Cost} I implemented two optimizations in R\textsuperscript{OMAIN} that reduce the overhead for managing replica memory. First, R\textsuperscript{OMAIN} tries to use memory pages with a larger granularity to manage replicas’ address spaces and thereby reduce page fault overhead. As we will see this requires hardware support and is not always a viable option. As a second optimization, R\textsuperscript{OMAIN} leverages a F\textsc{iasco}.OC feature that allows to map more than a single memory page in the case of a page fault.

\textbf{Using Larger Hardware Pages} Page fault handling is expensive because x86/32 systems by default manage memory using page sizes of 4 KiB. While this allows for flexible memory allocation, it requires handling lots of page faults and has been observed to pollute the translation-lookaside buffer (TLB).\textsuperscript{26} To address this issue, most modern processor architectures support larger page sizes for memory management. On x86/32, these larger pages of 4 MiB size are called superpages. In the example above, using superpages will reduce the number of page faults the master needs to service to $1 \text{GiB} / 4 \text{MiB} = 256$. This decrease directly leads to a reduction of total page fault handling time.

L4Re’s dataspace manager for physical memory pages supports requesting superpage dataspaces, but clients do not use this feature by default for reasons explained in the next section. However, R\textsuperscript{OMAIN} intercepts all replicas’ dataspace allocation messages. It can therefore inspect these requests’ allocation sizes and above a certain threshold (e.g., 4 MiB) modify the allocation to request a superpage dataspace in order to reduce page fault overhead.

\textsuperscript{25} Remember, master and replica run in different address spaces. The page faults during region management made this memory only available within the master’s address space.

Using Larger Memory Mappings  Most modern processor architectures (x86, ARM, SPARC, PowerPC) support some form of superpage mappings. However, it is not useful to solely rely on this feature for two reasons: First, many applications allocate memory in chunks much smaller than 4 MiB. In these cases, using superpages wastes otherwise available physical memory.

Second, using multiple different page sizes makes memory management more complex: Allocating superpages requires contiguous physical memory regions of 4 MiB size to be available, which may not always be the case because of fragmentation arising from memory allocations with smaller page sizes. As an implementation artifact, L4Re’s physical dataspace manager restricts allocation even more and requires superpage dataspaces to be completely physically contiguous, meaning that allocating a 1 GiB dataspace composed of superpages requires exactly 1 GiB of contiguous physical memory to be available, lest allocation fails.

For these reasons applications by default refrain from using superpages. However, the FIASCO.OC kernel provides an additional mechanism to reduce page fault processing cost that is independent of the actual hardware page size. When sending a memory mapping via IPC, the sender may chose to send more than a single page at once. The kernel reacts upon such requests by simply modifying multiple page table entries during the map operation. The FIASCO.OC Application Binary Interface (ABI) allows to send memory mappings sized with any power of two, e.g., 4 KiB, 8 KiB, 16 KiB and so on, but requires the start address of such mappings to be a multiple of the mapping size.\textsuperscript{27} This requirement allows the kernel to fit memory mappings into the least possible amount of page table entries and simplifies the map operation.

Figure 3.15 illustrates the alignment problem. We see a master and a replica address space consisting of 8 pages each. A three-page region shall be mapped from the master (pages 3-5) to the replica (pages 4-6). The maximum possible mapping size for this region is two pages. However, the pages are improperly aligned, so that every page fault on an even page number in the replica will be resolved with a mapping from an odd page number in the master and vice versa. This does not suit FIASCO.OC’s alignment requirements and the master therefore has to map three single pages.

The master can reduce paging cost by properly aligning memory regions according to the replica’s needs as shown in Figure 3.16. Here, master pages 2-4 are mapped to replica pages 4-6. Any page fault in replica pages 4 or 5 allows the master to handle this page fault by mapping a complete two-page region (pages 2 and 3) to the replica at once. This reduces the number of replica page faults and therefore decreases page fault handling overhead.

ROMAINE leverages FIASCO.OC’s support for multi-page mappings to reduce the number of page faults. Whenever a replica raises a page fault, the master process tries to map the largest possible power-of-two region that contains the page fault address to the replica. To facilitate this approach, during every region attach() call the master identifies the best possible alignment and largest possible mapping size for each replica and master region. This approach makes sure that later page faults can be resolved using the largest possible memory mapping.
Effect of Larger Mappings  I repeated the microbenchmark introduced in the beginning of this section and applied the previously described memory management optimizations. First I enabled the alignment optimization that reduces the number of page faults independent from hardware-supported superpages. I configured the ROMAIN master process to map up to 4 MiB of memory at once during page fault handling. Figure 3.17 compares the benchmark’s outcome (Best Align) to the previously measured results.

We see that dataspaces allocation and region management do not change in ROMAIN. This is expected, because we did not modify these parts of the system. Additionally, we see that the Best Align strategy reduces page fault handling cost for ROMAIN. Overall ROMAIN execution time is reduced by 30% for this benchmark. The overhead compared to native execution is reduced to 16%.

Effect of Using Superpages  In the next step I enabled use of superpages for mapping the 1 GiB memory region. This modification reduces the number of page faults to be handled to $1\text{GiB}/4\text{MiB} = 256$. Comparing the result to the previous native benchmark would not be fair, because this would compare native execution with thousands of page faults to ROMAIN with much fewer faults. Instead, I also adjusted the native version of the benchmark to use superpages and compare the results in Figure 3.18.

We see that native execution of the microbenchmark with superpages enabled is already five times faster than the previous native benchmark (102 ms vs. 512 ms). Dataspaces allocation actually gets much slower (97 ms vs. 1.5 µs), because the dataspaces manager has to perform more work to reserve a physically contiguous memory region. The observation that this is external dataspaces management overhead is underlined by the fact that dataspaces allocation in ROMAIN is as fast as in native execution, because most of this time is spent executing outside ROMAIN’s sphere of replication. Execution in ROMAIN also gets faster than in the previous benchmark (190 ms vs. 590 ms). However, the relative overhead compared to native execution increases to 90%.

Are These Optimizations FIASCO.OC-Specific?  The optimizations I introduced in this section appear to leverage features specific to the FIASCO.OC microkernel. This raises the question whether they are micro-optimizations for a specific kernel or can be applied to other OS environments as well.

Superpages are a feature of the underlying hardware and are supported by many operating systems. Linux’ `mmap()` system call supports allocation of anonymous superpage regions using the `HUGE_TLB` flag. The SystemV `shmget()` operation to create shared memory regions also supports shared memory segments to consist of superpages.28 Hence, a ROMAIN implementation on Linux could apply optimizations similar to the ones I implemented on top of FIASCO.OC.

**Summary:** ROMAIN manages replica memory by maintaining a dedicated copy of each memory region for each replica. To do that, ROMAIN interposes dataspaces allocation, address space management, and page fault handling for the replicated application.

---

Memory overhead can be reduced by relying on ECC-protected memory. ROMAIN can then work with a single copy for each read-only memory region and does not need to copy these. The effect of this optimization is limited, because most memory regions are writable and must still be copied.

Replica memory management leads to a significant execution time overhead. I mitigate this overhead by reducing the number of page faults that need to be serviced by the master process. For this purpose ROMAIN uses hardware-provided superpages and maps the largest possible amount of memory when handling a single page fault.

3.6 Managing Memory Shared with External Applications

As we saw in the previous section, memory that is private to a replicated application can be efficiently replicated using ROMAIN. However, additional mechanisms are required to deal with shared memory regions. I consider all virtual memory regions that are accessible to more than one process as shared memory. Microkernel-based systems use such regions for instance to implement communication channels that allow streaming data between applications without requiring kernel interaction.  

Shared memory therefore constitutes both input and output from the perspective of a replicated application. Due to its nature, shared memory content is not under full control of the ROMAIN master process. This results in two problems, which I call read inconsistency and write propagation.

Read Inconsistencies   Replicas in a redundant multithreading scenario execute independently and may access memory at different points in time. For example, assume we have a read-only shared memory region that is accessible to a replicated application. Further assume the master process has found a way to directly map this region to all replicas.

A read inconsistency between two replicas occurs if first a replica $R_1$ reads a value $v$ from the shared region and starts to process this datum. Thereafter, an external application updates $v$ to a value $v'$ with $v \neq v'$. Last, a second replica $R_2$ reads the new value $v'$ and processes it. This scenario violates the determinism principle: Replicas have to obtain identical inputs at all times. Otherwise they may execute different code paths, which leads to falsely detected errors and respective recovery overhead.

Write Propagation    If shared memory channels are writable for the replicated application, a second problem needs to be solved: We saw in the previous section that independently running replicas must perform all their write operations to a privately owned memory region. However, in the shared memory scenario the ROMAIN master needs to make the replicas’ modifications visible to outside users of the shared memory channel. This write propagation needs to be done at a point where all replicas’ private copies contain identical and consistent content. It is impossible for the master process to know when this is the case without cooperation from or knowledge about the replicated application.

---

ROMAIN solves both the read inconsistency and the write propagation problem by translating all accesses to shared memory into externalization events. I implemented two strategies to achieve this: Trap & Emulate intercepts every memory access and emulates the trapping instruction. Copy & Execute removes the software complexity and execution overhead of this emulator from the ROMAIN master process.

3.6.1 Trap & Emulate

As accesses to shared memory may be input or output operations, the ROMAIN master needs to intercept all these accesses and validate them to ensure correct execution. If replicas got shared memory regions directly mapped, such interception of accesses would be impossible. Therefore, ROMAIN handles page faults in shared memory regions differently than for private regions.

When a replicated application accesses a shared region for the first time, the resulting page fault is delivered to the master process. Instead of establishing a memory mapping to the replica, the master now emulates the faulting instruction and adjusts the faulting vCPU as well as the master’s view of the shared memory region as if the access was successfully performed. Thereafter, replica execution resumes at the next instruction.

This approach is conceptually identical to the trap & emulate concept that Popek and Goldberg developed for implementing virtual machines.\(^{30}\) By trapping all read and write operations to shared memory, trap & emulate solves both the read inconsistency and the write propagation problem.

An Instruction Emulator for x86  I added an instruction emulator to ROMAIN that is able to emulate the most common memory-related instructions of the x86 instruction set architecture. The emulator disassembles instructions using the UDIS86 disassembler.\(^{31}\) Based on UDIS86’s output the emulator is able to emulate the call, mov, movs, push, pop, and stos instructions.\(^{32}\)

These instructions only comprise a subset of all x86 instructions that access memory. However, these instructions suffice to start a “Hello World” application in ROMAIN and emulate all its memory accesses on the way. Implementing a full-featured instruction emulator is out of scope for this thesis. I will show in Section 3.6.2 that such an emulator is furthermore unnecessary for most shared memory use cases.

Overhead for Trap & Emulate  Emulating instructions instead of allowing direct access to memory considerably slows down execution: Rather than reading a memory word within a few CPU cycles, a shared memory access causes a page fault that gets reflected to the ROMAIN master. This overhead stems from hardware and kernel-level fault handling. Additionally, the master adds overhead itself because the faulting instruction needs to be disassembled and emulated.

---


\(^{31}\) https://github.com/vmt/udis86

I implemented three microbenchmarks to quantify the overhead caused by trap & emulate. These benchmarks all work on a 1 GiB shared memory region and mimic typical memory access patterns:

1. **Memset**: The first benchmark fills the whole 1 GiB region with a constant value using the `memset()` function provided by the standard C library. A typical x86 compiler optimizes this function call into a set of `rep stos` (repeat store string) instructions.

2. **Memcopy**: The next benchmark uses the C library’s `memcpy()` function to copy data from the first 512 MiB of the shared memory region into the second half. This function call usually gets optimized into `rep movs` (repeat move string) instructions.

3. **Random access**: The last benchmark writes a single data word to a random address within the shared memory region. As we will see, this benchmark is the most demanding in terms of emulation overhead, because random access due to their very nature cannot be optimized into anything else but single-word `mov` instructions.

I executed the benchmarks on the test machine described in Section 3.5.4 and once again compared native execution to the execution of a single replica in ROMAIN. Native execution measures the pure cost of memory operations – memory is directly mapped into the application, all page faults are resolved before the measurements begin. Within ROMAIN, I allocated and attached the shared memory region before starting the benchmark. The Memset and Memcopy benchmarks were repeated 50 times each. The random access benchmark performed 10,000,000 random memory accesses to the shared region.

Figure 3.19 shows the benchmark results. I compare my results to native execution and execution in ROMAIN with the memory marked as a private region. The latter two execution times are identical, because once memory is mapped to a replica, all memory accesses directly go to the hardware and there is no difference to native execution. In contrast, if the memory region is marked as shared memory in ROMAIN, there is a visible overhead for all benchmarks.

For the Memset and Memcopy benchmarks emulating memory accesses is comparatively cheap (57% overhead for Memset, 9% overhead for Memcopy). These overheads result from the optimizations I explained above: in both cases the compiler replaces calls to the C library’s `memset()` and `memcpy()` functions by a single x86 instruction with a `rep` prefix. As a result, each benchmark run results in only a single emulation fault for the whole operation.

In contrast, randomly accessing memory leads to a slowdown by a factor of 120. In this benchmark every single memory access causes a separate emulation fault. This means that the ROMAIN instruction emulator is called 10,000,000 times. Random memory access therefore constitutes a worst case for instruction emulation.

**A Closer Look at Random Access Cost** To find out how the benchmarks relate to a real-world scenario, I inspected the source code of SHMC, an L4Re library that provides packet-based communication channels through a shared memory ring buffer. SHMC uses `memcpy()` operations for the potentially

---

33 The number of iterations were chosen so that all three benchmarks had comparable execution times.
large payload-related operations. However, SHMC additionally needs to do packet bookkeeping within the shared data region. For the latter purpose, SHMC requires random access operations.

I therefore had a closer look at where the overhead for emulating random shared memory accesses comes from. Figure 3.20 breaks down a single emulated memory access into four phases: First, an emulated access causes a page fault in the CPU, which gets delivered to the ROMAIN master process. This exception handling part takes roughly 1,900 CPU cycles. Another 1,400 CPU cycles are spent by the master for validating CPU state and dispatching the event to the PageFault observer. Inside the emulator, time is spent on disassembling the faulting instruction (6,400 cycles) and emulating the write effects (2,400 cycles).

In total, ROMAIN spends around 12,000 CPU cycles emulating a shared memory access, whereas the benchmark indicates a cost of about 100 cycles for a native memory access. About half of this time is spent inside the UDIS86 disassembler for parsing the faulting instruction and filling a disassembler data structure. (While 100 cycles sound high for a memory access, Intel’s Performance Analysis Guide roughly approximates an uncached DRAM access to cost about 60 ns, which would come down to about 150 cycles on my test computer.\textsuperscript{34} As the Random Access microbenchmark uses 1 GiB of memory, randomly picking one word for the next access is highly likely to miss the cache.\textsuperscript{)}

Additionally, the disassembly and emulation infrastructure add a large amount of source code complexity to the ROMAIN master. The UDIS86 library alone comprises about 8,000 lines of code. For these reasons I implemented an alternative shared memory interception technique that does not use the disassembler at all.

3.6.2 Copy & Execute

The ROMAIN instruction emulator has two jobs: First, replica-virtual addresses need to be translated into master-virtual ones, because instruction emulation takes place in the master and the master’s address space layout may differ from the replicas. Second, the actual instruction needs to be emulated and the replica vCPUs need to be adjusted accordingly. If we can solve both problems without a disassembler, we can avoid both the implementation complexity and the performance drawbacks explained above.
**Avoiding Address Translation Using Identity Mappings**  As explained previously, the master process keeps dedicated copies of every private memory region for every replica. For this reason, virtual addresses in the replicas and the master may differ. However, shared memory regions are never copied, but only exist as a single instance in the master. ROMAIN uses this fact to solve the address translation problem. The master intercepts IPC calls that are known to obtain capabilities to shared-memory dataspaces. When the replicated application then tries to attach such a dataspace to its address space, the master maps the respective region to the same virtual address in replica and master address spaces.

Due to this 1:1 mapping of shared memory regions, no address translation is necessary anymore. Unfortunately, this approach only works if the virtual memory region requested by the replica is still available in the master process. This may be a problem if replicas request mappings to a fixed address. However, most L4Re applications leave selection of an attached region’s virtual address to their memory manager. In case of the replicas this is the ROMAIN master, which can then select a suitable region.

**A Fast and Complete Instruction Emulator** Using identity mappings any faulting memory instruction will now use the faulting replicas’ register state and virtual addresses that are identical to addresses in the master. Hence, there is no need for instruction emulation anymore. Instead, we can perform the faulting shared memory access directly in the master process using the fastest and most complete instruction “emulator” available: the physical CPU!

I added a shared memory emulation strategy to ROMAIN that I call copy & execute. This strategy performs shared memory accesses by executing the following four steps:

1. **Create a dynamic function**: Allocate a buffer in memory, fill this buffer with the faulting instruction followed by a return instruction (Byte 0xC3).

2. **Adjust physical CPU state**: Store the current physical CPU state in memory and copy the faulting replica’s CPU state into the physical CPU.

3. **Perform the shared memory access**: Call the dynamic function created in step 1. This will perform the memory access in the master’s context and works because we use identity-mapped shared memory regions. After the memory access, the dynamic function will return to the previous call site.

4. **Restore CPU state**: Store the potentially modified physical CPU state into the replica’s vCPU. Restore the previously stored master CPU state.

The copy & execute strategy does not require expensive instruction disassembly. However, as the x86 instruction set uses variable-length instructions, we need to identify the actual length of the faulting instruction to perform the copy operation in step 1. For this purpose I used MLDE32, a tiny instruction length decoder that does this job faster than UDIS86.

**Benefit of Copy & Execute**  I repeated the previously introduced memory microbenchmarks and show the results in Figure 3.21. The Memset and Memcopy benchmarks do not show any overhead anymore. The overhead for random accesses decreased from a factor of 120 down to about a factor of 47.

---

35 This behavior is similar to most Linux applications that obtain anonymous memory to an arbitrary address using the `mmap()` function.

---

Figure 3.21: Microbenchmark: The Copy & Execute strategy improves the performance of memory access emulation.

Furthermore, Figure 3.22 compares the cost for a single random memory access for copy & execute to the trap & emulate case I presented before. Exception handling and ROMAIN’s internal event dispatch are not touched by the modifications at all and therefore remain the same. For the copy & execute case, disassembly contains the cost of determining the instruction length, which is significantly smaller than for trap & emulate. In total, a random access to shared memory using copy & execute takes about 4,800 CPU cycles.

Figure 3.22: Breakdown of random access emulation cost (copy & execute)

**Limitations of Copy & Execute** While copy & execute significantly decreases shared memory access cost, this approach has two drawbacks: It does not support all types of memory accesses, and it relies on identity-mapped memory regions. I will explain these limitations below.

Emulating memory accesses using copy & execute only supports memory instructions that modify the state of shared memory and the general-purpose registers. It does not support memory-indirect modifications of the instruction pointer, such as a jump through a function pointer, because this would divert control flow within the master process. So far I did not encounter any application that uses function pointers stored in a shared memory region. I therefore argue that it is safe to assume that well-behaving applications never modify the instruction pointer based on a shared-memory access.

I already explained that the ROMAIN master process can establish identity mappings for the majority of shared memory regions. Most memory instructions on x86 only have a single memory operand, so that they will always read or write a dedicated 1:1-mapped shared memory location. There is one exception to this rule, though. The `rep movs` instruction, which is for instance used to implement `memcpy()`, uses two memory operands. In this case, one of the addresses may point to a replica-private virtual address that still requires translation into a master address.
For this special case, ROMAIN’s implementation of copy & execute includes a pattern-matching check for the respective opcode bytes (0xF3 0xA5). If this opcode is detected, ROMAIN additionally inspects the instruction’s operands for whether they point into a shared memory region. If one of the pointers is replica-private, the master rewrites this operand to the respective master address.

**SUMMARY:** From the perspective of a replicated application, shared memory content may constitute input as well as output. The ROMAIN master never gives replicas direct access to these regions, but instead handles every access as an externalization event and emulating the access.

I showed that the overhead of the naive trap & emulate approach to emulating memory operations can be significantly reduced by a copy & execute strategy. The latter strategy is however not universally applicable because it makes assumptions about the type of memory-accessing instructions and their memory operands.

### 3.7 Hardware-Induced Non-Determinism

The ROMAIN master process intercepts all replica system calls, administrates kernel objects on behalf of replicas, and manages the replicas’ address space layouts. These three mechanisms cover close to all replica input and output paths. They ensure that replicas execute deterministically and that replica states are validated before data leaves the sphere of replication.

In addition to these sources of input, applications can also obtain input through hardware features, such as reading time information or using a hardware-implemented random number generator. Hence, accesses to such hardware resources needs to be intercepted and handled by the ROMAIN master in order to ensure deterministic replica execution.

#### 3.7.1 Source #1: gettimeofday()

Software can read the current system clock through the `gettimeofday()` function provided by the C library. To speed up clock access, many operating systems implement this function without using an expensive system call. Linux for example provides fast access to clock information through the virtual dynamic shared object (vDSO).\(^{37}\) The vDSO is a read-only memory region shared between kernel and user processes. The kernel’s timer interrupt handler updates the vDSO’s time entry on every timer interrupt. Based on this mechanism the `gettimeofday()` function can be implemented as a simple read operation from the vDSO.

FIASCO.

OC provides a mechanism similar to the vDSO, which is called the Kernel Info Page (KIP). The KIP provides information about the running kernel’s features as well as a clock field that is used to obtain time information. An intuitive solution to make time access through a KIP or vDSO mechanism deterministic would be to handle these regions as shared memory. With this approach the ROMAIN master would intercept and emulate all accesses to time information.

---

Avoiding KIP Access Emulation  Virtual memory only allows us to configure the access rights for whole memory pages (i.e., 4 KiB regions). ROMAIN can therefore only mark the whole KIP as shared memory and emulate all accesses. Unfortunately, the KIP not only contains a clock field, but also a heavily used memory region specifying FIASCO.OC’s kernel entry code. This means that the KIP is accessed multiple times for every system call. Emulating all KIP accesses to maintain control over time input is therefore prohibitive, because we would as a collateral damage slow down every system call by several orders of magnitude.

To avoid this slowdown, I implemented TimeObserver, an event observer that emulates the gettimeofday() function within the ROMAIN master. During application startup, the observer patches the replicated application’s code and places a software breakpoint (byte 0xCC) on the first instruction of the gettimeofday() function. When this function gets called by the replicated program at a later point in time, this will cause a breakpoint trap in the CPU. FIASCO.OC then notifies the ROMAIN master about this CPU exception. During event processing, the TimeObserver then reads the KIP’s clock value once and adjusts the replicas’ vCPU states as if a real call to the instrumented function had taken place.

Limitations of the TimeObserver  To patch the function entry point, TimeObserver needs to know the start address of the gettimeofday() function. This symbol information is not available for every binary program that ROMAIN replicates. If the binary was for instance stripped from symbol information, TimeObserver could not perform its instrumentation duties. However, software vendors in practice often provide debug symbol information along with their binary-only software.\textsuperscript{38} This information can be sourced by TimeObserver to determine the respective address. If such information is not available, ROMAIN could still fall back to emulating all KIP accesses as I explained above. However, I did not implement this mechanism yet.

3.7.2 Source #2: Hardware Time Stamp Counter

Apart from timing information provided through a kernel interface, CPUs often have dedicated instructions that allow to determine time. On x86 the rdtsc instruction provides such a mechanism and allows an application to determine the number of clock cycles since the CPU was started.\textsuperscript{39}

By default, rdtsc can be executed at any CPU privilege level. Replicas may use this instruction to once again obtain different inputs depending on their temporal order and the physical CPU they run on. ROMAIN therefore needs to intercept rdtsc calls to provide deterministic input.

This problem can in principle be solved using the TimeObserver approach. We would have to know all locations of rdtsc instructions in advance and would then convert these instructions into software breakpoints during application startup. However, as explained in Section 3.3, finding specific x86 instructions within an unstructured instruction stream is difficult. To avoid these difficulties, ROMAIN instead uses a feature provided by x86 hardware: Kernel code can set the TimeStampDisable (TSD) bit in the CPU’s CR4 control register to disallow execution of the rdtsc instruction in user mode.\textsuperscript{40}
Romain asks the kernel to set the TSD bit for every replica. Executing the rdtsc instruction within the replica will then cause a General Protection Fault. This fault is reflected to the master process and then handled by the TimeObserver without having to patch any code beforehand.

### 3.7.3 Source #3: Random Number Generation

In addition to time-related hardware accesses, modern processors provide special instructions to access other non-deterministic hardware features. Intel’s most recent CPUs for instance provide access to a hardware random number generator through the rdrand instruction. Intel have furthermore announced the introduction of the Software Guard Extensions (SGX) instruction set extension in future processor generations. SGX allows to execute parts of an application within an isolated compartment, called an enclave. Enclave memory is protected from outside access by encryption with a random encryption key.

For replication purposes both rdrand and SGX instructions need to be intercepted by Romain in order to ensure determinism across replicas. I did not implement this kind of interception yet, but there are two options to do so:

1. **Disallow Instructions**: Both kinds of instructions will only be available in a subset of Intel’s CPUs and software is therefore required to check the availability of these extensions on the current CPU before using them. This is done using the cpuid instruction. Romain can intercept cpuid and pretend to a replicated application that these instructions are unavailable on the current CPU. Software will then have to work around this problem and must not use the non-deterministic instructions.

2. **Virtualize Instructions**: Intel’s VMX virtualization extensions allow the user to configure for which reasons a virtual machine will cause a VM exit that is then seen by the hypervisor. Random number generation, SGX, as well as rdtsc can thereby be configured to raise a visible externalization event. Romain could be extended to run replicas not only as OS processes but as hardware-supported virtual machines and thereby intercept and emulate these instructions.

Florian Pester demonstrated that replication based on hardware-assisted virtual machines is feasible. With such an extension we can implement both of the above options. However, while the first alternative will be easier to implement, some applications may simply refuse to work if their expected hardware functionality is unavailable. Therefore, I suggest to investigate option number two in future work.

### 3.8 Error Detection and Recovery

With the mechanisms described above, Romain is able to execute replicas of a single-threaded application. The replicas run as isolated processes and the management mechanisms I presented in the previous sections provide four isolation properties, which are fundamental for successful error detection and recovery:
1. **Replicas have an identical view of their kernel objects.** Kernel objects are created using system calls. ROMAIN intercepts all system calls and is therefore able to ensure that replicas always have an identical view of these objects. As a result, we can assume all system calls that target the same object to have the same semantics.

2. **Replicas have identical address space layouts.** The ROMAIN master process acts as the memory manager for all replicas. For this purpose it intercepts all system calls related to dataspace acquisition and address space management. ROMAIN thereby establishes identical address space layouts in all replicas. By servicing replica page faults, the master process furthermore ensures that the replicas’ accessible memory regions exactly match.

3. **Replicas obtain identical inputs.** Replicas receive inputs through system calls, shared memory, and timing-specific mechanisms. ROMAIN intercepts all these sources of input and thereby provides all replicas with the same inputs. Replicas execute the same code and therefore will deterministically produce the same output unless they suffer from the effects of hardware faults.

4. **Data never leaves the sphere of replication without being validated.** Replicas output data using system calls or shared memory channels. ROMAIN intercepts both types of output. As a consequence of properties 1, 2, and 3 these outputs will be identical as long as the replicas do not experience hardware faults.

### 3.8.1 Comparing Replica States

While executing a replicated application, the Fiasco.OC kernel reflects all externalization events to the ROMAIN master process. Once all replicas reach their next externalization event, the master compares the replicas’ register states and the content of their UTCBs. If all these data match, the intercepted externalization event is valid and can be further handled by the master.

The replica state comparison only validates that the replicas at this point in time still agree about their outputs. In order to decrease comparison overhead the master does not compare the replicas’ memory contents. If a hardware error modifies a replica’s memory state and the replica still reaches its next system call in the same state as all other replicas, this faulty state remains undetected.

Such an undetected error can lead to two scenarios: First, the erroneous memory value does not case the application to misbehave at all. This is a case of a benign fault and not detecting it does not harm the replicated application. Redundant multithreading mechanisms often avoid detecting benign errors in order to reduce their execution time overhead.

In the second scenario, the faulty memory location is used to compute subsequent output operations. The affected replica will then produce a future externalization event that differs from the other replicas and ROMAIN will then detect the error. Not detecting faulty memory state immediately in this scenario increases error detection latency, but does not impact the correctness of the replication mechanism.
If replica states mismatch, the master initiates a recovery procedure. First, ROAM INITIATED by a recovery procedure. The master ROAM checks if the state of a majority of replicas matches. If this is the case, the faulty replicas’ states are overwritten with the majority’s state. This includes overwriting registers, UTCBs, as well as all memory content. After successful forward recovery all replicas are in an identical state once again and may immediately continue operation.

If the number of replicas does not allow to make a majority decision, ROAM falls back to providing fail-stop behavior. The replicated application is terminated and an error message is returned.

3.8.2 Reducing Error Detection Latency

ROAM detects faulty replicas as soon as they cause an externalization event that differs from the other running replicas. The underlying assumption is that applications regularly cause externalization events in the form of page faults and system calls that trigger validation. Unfortunately, this assumption does not hold in all cases.

Replicas Stuck in an Infinite Loop The first problem results from errors that cause replicas to execute infinite loops that do not make any progress. This may for instance happen if a hardware fault modifies the state of a loop variable in a way that the loop’s terminating condition is never reached. In this case the ROAM master will never be able to compare all replicas’ states because the faulty replica never reaches its next externalization event for comparison.

ROAM solves this problem by starting a watchdog timer whenever the first replica raises an externalization event. If this watchdog expires before all replicas reach their next externalization event, error correction is triggered. In case a majority of replicas reached their externalization event, the remaining replicas are considered faulty. ROAM then halts these replicas and triggers recovery as described before. If fewer than half of the replicas reached their externalization event, these replicas may be the faulty ones. ROAM then continues to wait for externalization events from the remaining replicas before performing error detection.

Bounding Validation Latencies A second problem related to error detection was analyzed by Martin Kriegel in his Bachelor’s Thesis which I advised. Compute-bound applications may perform long stretches of computation in between system calls as shown in Figure 3.23 on the following page. This increases the period between state validations, \( t_v \). A fault happening within this computation may have a potentially long error detection latency \( te_1 \).

Kriegel identified this as a problem in three cases:

1. **Multiple errors:** If \( t_v \) becomes greater than the expected inter-arrival time of hardware faults, a replicated application may suffer from multiple independent faults before validation takes place. In this case, recovery through majority voting may no longer be possible.
2. **Checkpoint Overhead:** If ROMAIN operates in fail-stop mode, recovery may trigger checkpoint rollback and re-computation. The longer $t_r$ is, the longer the required re-computation takes.

3. **Loss of Timing Guarantees:** The above two effects may eventually lead to loss of timing guarantees due to hardware errors. Note, that this thesis does not deal with providing real-time guarantees for replicated applications in the presence of hardware faults. Research on this topic is ongoing and has for instance been published by Philip Axer.

To address these issues, Kriegel proposed to insert artificial state validation operations at intervals smaller than $t_v$. These intervals are shown in cyan in Figure 3.23. With these additional state validations, detection latency is reduced to $t_e$ and ROMAIN may therefore trigger recovery operations faster.

Kriegel validated his proposal with an extension to ROMAIN and the Fiasco.OC kernel. This extension inserts artificial exceptions into running replicas by leveraging a hardware extension. Modern CPUs provide programmable performance counters to monitor CPU-level events. These counters can be programmed to trigger an exception upon overflow. Kriegel used this feature to trigger exceptions for instance once a replica retired 100,000 instructions. As replicas execute deterministically, they will raise such an exception at the same point within their execution and the ROMAIN master can use these exceptions to validate their states.

During his work, Kriegel found that counting retired instructions leads to imprecise interrupts, because this performance counter depends on complex CPU features, such as speculative execution. Depending on the workload and other hardware effects, speculation may lead to the retirement of multiple instructions within the same cycle. Due to this effect, replicas may get interrupted by a performance counter overflow, but still their instruction pointers and states differ because some replicas may already have executed more instructions than others. Kriegel devised a complicated algorithm to let replicas catch up with each other in such situations. However, the fundamental problem is well-known and Intel’s Performance Analysis Guide suggests to use other performance counters – such as Branches Taken – to obtain more precise events.

---


**SUMMARY:** ROMAIN detects erroneous replicas upon their next externalization event by comparing the states of all replicas. If possible, ROMAIN provides forward recovery by majority voting among the replicas. If this is impossible, ROMAIN falls back to fail-stop behavior.

ROMAIN relies on frequent externalization events, but some applications may not use system calls often enough. In this case, hardware performance counters can be used to insert artificial state validation operations.

In this chapter I described how ROMAIN instantiates application replicas, manages their resources, and validates their states. Redundant multithreading assumes that replicas always execute deterministically if presented with the same inputs. This is unfortunately not the case if the replicated application is multithreaded, because scheduling decisions made by the underlying kernel may introduce additional non-determinism. Replicating multithreaded applications therefore requires additional mechanisms, which I am going to discuss in the next chapter.
Can we Put the Concurrency Back Into Redundant Multithreading?

Many software-level fault tolerance methods — such as SWIFT introduced in Section 2.4.2 on page 29 — were developed or tested solely targeting single-threaded application benchmarks. And despite their names even redundant multithreading techniques — such as PLR and ROMAIN in the version I introduced until now — cannot replicate multithreaded applications. In this chapter I explain that scheduling non-determinism causes false positives in error detection for such programs. Multithreaded replication needs to correctly distinguish these false positives from real errors in order to be both correct and efficient.

Deterministic multithreading techniques solve the non-determinism problem. I review related work in this area and then present enforced and cooperative determinism — two mechanisms that allow ROMAIN to achieve deterministic multithreaded replication by making lock acquisition and release deterministic across replicas. I compare these two mechanisms with respect to their execution time overhead and their reliability implications.

The ideas discussed in this chapter were published at EMSOFT 2014.1

4.1 What is the Problem with Multithreaded Replication?

Developers make use of modern multicore CPUs by adapting their applications to leverage the available resources concurrently. Multithreaded programming frameworks — such as OpenMP2, Cilk3, or Callisto4 — support this adaptation. These frameworks usually build on a low-level threading implementation.

The POSIX thread library (libpthread5) is one of the most widely used low-level thread libraries. Extending ROMAIN to support libpthread applications therefore allows to replicate a wide range of multithreaded programs. Throughout this chapter I will therefore focus on applications using libpthread. In this section I first give a short overview of multithreading primitives. Thereafter I explain how non-determinism in multithreaded environments counteracts replicated execution.

1 Björn Döbel and Hermann Härtig. Can We Put Concurrency Back Into Redundant Multithreading? In 14th International Conference on Embedded Software, EMSOFT’14, New Delhi, India, 2014


4.1.1 Multithreading: An Overview

A thread is the fundamental software abstraction of a physical processor in a multithreaded application and represents a single activity within this program. The thread library manages thread properties, such as what code it executes and which stack it uses. The execution order of concurrently running threads is determined by the underlying OS scheduler. This separation has two advantages: first, applications do not need to be aware of the actual number of CPUs and can launch as many threads as they need. The OS will then take care of selecting which thread gets to run when and on which CPU. Second, in contrast to a single application, the OS can incorporate global system knowledge into its load balancing decisions.

To cooperatively compute results, threads use both global and local resources. While local resources are only accessed by a single thread, global resources are shared among all threads. The state of global resources and hence program results heavily depend on the order in which threads read and write this shared data. These situations are called data races. Races and the potential misbehavior they may induce are an important concern when developing and testing parallel applications.

A code path where threads may race for access to a shared global resource is called a critical section. Thread libraries provide synchronization mechanisms, which developers can use to protect critical sections from data races. These mechanisms include a range of different interfaces, such as blocking and non-blocking locks, condition variables, monitors, and semaphores.

Figure 4.1 gives a general overview of how synchronization primitives work. Critical sections are protected by one or more synchronization variables, such as a lock \( L \). Whenever a thread \( T_1 \) tries to execute a critical section, it issues a synchronization call, such as \( \text{lock}(L) \), to mark the critical section as busy. When a thread \( T_2 \) tries to enter a critical section protected by the same lock while the lock is owned by \( T_1 \), \( T_2 \) gets blocked until \( T_1 \) leaves its critical section by calling \( \text{unlock}(L) \). The synchronization mechanism thereby makes sure that only one thread at a time can execute the critical section.

4.1.2 Multithreading Meets Replication

As presented in the previous chapter, ROMAIN implements fault tolerance by replicating an application \( N \) times and validating the replicas’ system call parameters. Intuitively, extending this approach to multithreaded applications is straightforward: ROMAIN should launch \( N \) replicas of every application thread and compare these threads’ system calls independently. Unfortunately,
this approach fails for applications where threads behave differently depending on the state of a global resource and the time and order of accesses to this resource.

To illustrate the problem let us consider a multithreaded application that uses the ThreadPool design pattern\cite{DougLea} to distribute work across a set of worker threads as shown in Figure 4.2. An application consists of two worker threads $W_1$ and $W_2$. The workers operate on work packets (A-C) which they obtain one packet at a time from a globally shared work queue. The workers execute the code shown in Listing 4.3: A packet is first removed from the work queue (get_packet()). Let us assume this function is properly synchronized so that no data race exists and it always removes and returns the first entry from the shared work queue. In the second step, the worker processes this packet (process()). Finally, the worker makes this operation’s results externally visible (output()).

If the two worker threads are scheduled concurrently by the OS scheduler, their behavior depends on who gets to access the work queue first. Figures 4.4 \(\text{a}\) and \(\text{b}\) show two possible schedules for processing work packets A and B. Both schedules are valid, but lead to different program behavior from an external observer’s point of view. Schedule a) will produce the event sequence “output(A); output(B)”, whereas schedule b) will produce “output(B); output(A).”

We see in the example that different timing of events can impact program behavior and lead to non-deterministic execution even given the same inputs. Scheduling decisions made by the underlying OS are a main source of such non-determinism and remain out of control of the application or the thread library.\cite{DougLea}

Let us now assume, we use ROMA\textsc{in} to replicate our application using the intuitive approach of replicating threads independently. Each application thread is instantiated twice: $W_{1a}$ and $W_{1b}$ are replicas of worker 1, $W_{2a}$ and $W_{2b}$ are replicas of worker 2. Replicas execute independently and ROMA\textsc{in} intercepts their externalization events (output()) to validate their states. In this scenario schedules \(\text{a}\) and \(\text{b}\) from Figure 4.4 may constitute schedules executed by the two application replicas.

To detect errors ROMA\textsc{in} will compare externalization events generated by replicas of the same application thread. The master will thereby find that replica $W_{1a}$ executes output(A), while replica $W_{1b}$ calls output(B).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{threadpool.png}
\caption{Example ThreadPool: Two worker threads obtain work items from a globally shared work queue.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_schedules.png}
\caption{Example schedules for the ThreadPool example}
\end{figure}

\begin{lstlisting}[language=Java]
void worker()
{
    while (true) {
        p = get_packet();
        process(p);
        output(p);
    }
}
\end{lstlisting}

\textit{\textsuperscript{9}} That is, unless the application uses OS functionality to micromanage all its threads and thereby forgoes any benefits from OS-level load balancing and scheduling optimizations.
ROMAIN will deem this a replica mismatch, report a detected hardware fault, and trigger error recovery. The same will happen for replicas $W_{2a}$ and $W_{2b}$.

In the best case, this false positive error detection will induce additional execution time overhead, because ROMAIN performs unnecessary error recovery. In the worst case, non-deterministic execution will lead all replicas of an application to execute different schedules and produce different events. In this case, no majority of threads with identical states may be found. ROMAIN is then no longer able to perform any error recovery at all.

**SUMMARY:** Scheduling-induced non-determinism may yield multiple valid schedules of a multithreaded application that generate different outputs. This non-determinism may either seriously impact replication performance or hinder successful replication completely.

4.2 *Can we make Multithreading Deterministic?*

Non-determinism originating from data races and from OS-level scheduling decisions makes development of concurrent software complex and error-prone. These issues raise the question whether thread-parallel programming really is a useful paradigm and if we can replace traditional concurrency models with a more comprehensible approach. Deterministic multithreading (DMT) is such an alternative.

The goal of DMT is to make every run of a parallel application exhibit identical behavior. Methods to do so have been proposed at the levels of programming languages, middleware and operating systems. Applying these mechanisms to multithreaded replicas in ROMAIN will solve the non-determinism problem introduced in the previous section — deterministic replicas yield deterministic externalization events unless affected by a hardware error. I will therefore review DMT to find techniques that are applicable in the context of ROMAIN.

**Language-Level Determinism** Programming-language extensions introduce new syntactic constructs or compiler-level analyses to allow developers to express concurrency while maintaining freedom of data races. As an example, Deterministic Parallel Java augments the Java programming language with annotations to specify which regions in memory are accessed by a piece of code. Developers specify these regions and then use parallel programming constructs to parallelize code segments. The compiler uses the annotations to verify that concurrent code segments are race-free.

If applications are implemented to be completely deterministic, they will never exhibit alternative schedules. Such deterministic programs can be replicated without intervention from the replication system. ROMAIN therefore benefits from these language extensions. However, my aim is to support a wide range of binary-only applications and it is hence impractical to rely on all applications being implemented using specific programming languages.
Determinism in Multithreaded Distributed Systems  Distributed systems often use state machine replication to distribute work across compute nodes and tolerate node failures. Recent distributed replication frameworks address the fact that the software running on single nodes may exhibit behavioral variations due to multithreaded non-determinism.

Cui’s Tern\textsuperscript{12} analyzes parallel applications and their inputs with respect to the schedules they induce. The Tern runtime then classifies incoming data and tries to force scheduling and lock acquisition down a path that was previously learned from similar inputs. Tern batches inputs into larger chunks that are executed concurrently. The runtime can thereby reduce the number of input classifications. Tern has low execution time overhead unless data does not match the precomputed schedule. In this latter case, the runtime has to start a new learning run. As Tern requires applications to be analyzed before running them, it is not a practical alternative for ROMAIN because that would require adding a complex input classification and schedule prediction engine to the master process.

Similar to Tern, Storyboard enforces deterministic replication by relying on application-specific input knowledge to force applications to take precomputed schedules.\textsuperscript{13} EVE batches inputs into groups that are likely to have no data conflicts. If this is the case, concurrent processing of these inputs is likely to have no non-deterministic effects.\textsuperscript{14} Rex avoids an expensive training phase by using a leader/follower scheme. Leader replicas execute, log their non-deterministic decisions, and finally validate that they reached the same result. Follower replicas then consume the logged values and replay the logged decisions.\textsuperscript{15}

As ROMAIN replicates operating system processes, batching their system calls and distributing them deterministically is unfortunately not an option. We will however see on page 78 that the idea of leader/follower determinism can be applied to multithreaded replication as well.

Deterministic Memory Consistency Models  Memory models at both the hardware and the programming language level describe how modifications to data in memory become visible to the rest of the system. Based on these models we can reason about whether programs will expose deterministic behavior.

Lamport defined sequential consistency as a parallel execution that orders memory writes as if they were executed by one arbitrary interleaving of sequential threads on a single processor.\textsuperscript{16} Most importantly, all threads observe the same interleaving. Note that sequential consistency does not provide freedom from data races — it simply provides a framework to reason about the existence of these problems.

Other researchers recognized that sequential consistency is too strict as it forbids compiler-level or hardware-level optimizations, which would improve the performance of concurrent execution. Alternatives — such as release consistency — therefore weaken consistency rules to allow for optimizations.\textsuperscript{17} Release consistency diverges from the need for a common shared view of memory and supports arbitrary reordering of memory accesses. However, the model requires all accesses to globally shared objects to be protected by a pair of acquire and release operations. In combination, reordering can be used


to improve concurrent performance, while the rules about protecting global objects still allow to reason about the order of object updates and hence about the existence of data races.

Aviram and Ford argued that in order to reduce implementation complexity, we not only need a memory model to reason about races, but one that enforces determinism. They proposed a model that ensures completely deterministic execution and called it workspace consistency. Instead of acquiring access to each global object, workspace consistency requires threads to work on dedicated copies of these objects. Threads obtain copies using a fork operation and merge this copy back into the global program state using a join call. This approach is similar to release consistency. However, instead of preventing concurrent modification, workspace consistency lets each thread modify its local object copy. The consistency model furthermore defines rules about the order in which updated copies are merged back into the global application view. Thereby any potential data races that exist between threads are resolved in a deterministic order. As a result, the whole program becomes deterministic.

Aviram first implemented workspace consistency in the Determinator operating system. This approach requires all programs to be rewritten for a new system and is therefore impractical if we want to reuse the large quantities of existing applications on existing operating systems. The authors later demonstrated that the idea of workspace consistency can also be retrofitted into existing parallel programming frameworks. For that purpose they implemented a deterministic version of OpenMP and showed that most state-of-the-art parallel benchmarks can be adapted to use workspace consistency.

Programs using workspace consistency are automatically deterministic. As with language-level determinism, replicating such applications does not require additional support from Romain and works out of the box. Also similar to language-level approaches we can however not assume that all applications are implemented deterministically. Hence, deterministic memory consistency provides no silver bullet for replication.

Deterministic Runtimes In addition to developing new deterministic programming methods, researchers proposed ways to retrofit existing systems with determinism. Bergan’s CoreDet splits multithreaded execution into parallel and serial phases and dynamically assigns each memory segment an owner. In the parallel phase threads are only allowed to modify memory regions they own privately. Once a thread accesses a shared variable it is blocked until the serial phase. Serial execution is started after a preset amount of time. Here, threads perform their accesses to shared state in a deterministic order. CoreDet relies on compiler-generated hints to track memory ownership and provides a runtime that periodically switches between parallel and serial thread execution.
A large quantity of multithreaded applications already exists and rewriting or recompiling them to become deterministic is often infeasible. As mentioned previously, while these applications may use one of many different parallel programming paradigms, these paradigms in the end map to a low-level thread library, such as libpthread.

Most of today’s applications are linked dynamically. These programs do not provide their own version of commonly used libraries – such as libc, libpthread and libX11 – but use a library version globally provided by the underlying system. While this concept was originally introduced to reduce binary program sizes and save system memory, it also allows to transparently replace a system’s implementation of a library. Deterministic versions of libpthread have been proposed as a drop-in replacement using this approach.

**Strongly deterministic** libraries — such as DTHREADS and Grace — provide fully deterministic ordering of every memory access. Both approaches do so by emulating workspace consistency: each thread runs in a dedicated address space and works on dedicated copies of data. When threads reach predefined synchronization points — such as well-known libpthread functions — their changes are merged back into the main address space deterministically.

Spawning per-thread address spaces and merging data back and forth does not come for free. DTHREADS’ authors report a slowdown of up to a 4 times when comparing DTHREADS applications to their native libpthread versions. Parrot reduces DTHREADS’s overhead using developer hints. These hints allow the programmer to specify concurrent regions and performance-critical non-deterministic sections within their application. This approach is unfortunately no option for ROMAIN because it a) requires modifications to the application and b) forgoes determinism to improve performance, which is not a viable alternative for replicated execution.

Olszewski’s Kendo and Basile’s LSA algorithm observe that as long as a multithreaded application is race-free and protects all accesses to shared data with locks, we do not need to enforce deterministic ordering of every memory access. Instead, it suffices to ensure that all lock acquisition and release operations are performed in a deterministic order. Their *weakly deterministic* libraries implement such behavior by intercepting libpthread’s `mutex_lock` and `mutex_unlock` operations.

Weak determinism provides lower execution time overheads than strongly deterministic methods. Kendo’s authors report less than 20% execution time overhead compared to native libpthread. As a downside, their approach requires applications to be race-free and therefore limits its applicability.

**Deterministic Multithreading for Replicating Multithreaded Applications**

While many of the previously discussed solutions use replication as one example to motivate their work, only few researchers showed that their approach actually works for this purpose.

Bergan implemented dOS, an operating system modification in Linux that adds CoreDet deterministic management to a group of processes and thereby makes this subset of Linux applications deterministic. Using this solution, the authors were able to replicate a multithreaded web server. However, their

---


solution relies on a significant modification to the Linux kernel. Their patch adds and modifies more than 8,000 lines of code in the kernel and touches all major subsystems, such as memory management, scheduling, file systems, and networking.

Mushtaq implemented a deterministic replicated thread library on Linux that requires only minor kernel modifications.30 His solution uses a modified libpthread. A leader process executes libpthread calls and logs their order and results into a shared memory area. A second follower process executes behind the leader and reads the leader’s log data. The follower uses this log to detect errors by comparing his results to the logged ones. Furthermore, the follower uses the log to assign locks to his threads in the same order as the leader process.

Mushtaq’s work is attractive because it works solely in user space31 and he reports low overheads for replicated execution. Upon detecting an error, Mushtaq rolls back to a previous checkpoint. Similar to other Linux checkpointing solutions,32 he creates a lightweight checkpoint using the fork() system call: fork() creates a copy-on-write copy of the calling process. Parent and child thereby share all memory until the parent starts modifying pages, which are then dynamically copied by the OS kernel. In the checkpointing scenario, the child process never runs. It is solely used to store the memory contents of its parent. If the system detects an error, rollback is achieved by killing the erroneous parent and continuing execution in its child.

Checkpointing using fork() works well for restarting after a software error, but is seriously flawed if we want to tolerate hardware errors: Due to the copy-on-write nature of a forked process, the original process and its checkpoint will share any data that is read-only. If this data is affected by a fault in the memory hardware, the data will be modified but no copy will be created. Hence, if this fault leads to a failure in the protected process, rolling back to the previous checkpoint will not fix the problem but instead re-execute from a corrupted checkpoint. Using ECC-protected memory would help to detect such corruption, but Mushtaq discusses neither the problem nor the solution in his paper.

Summary: To replicate multithreaded applications we need to make their execution deterministic. Deterministic multithreading methods provide this feature and implementations exist at the level of programming languages, runtime environments, and operating systems.

Modifying the system’s libpthread thread library seems to most generic option to make replication deterministic, because these mechanisms apply to a wide range of programs and do not rely on the program or the underlying OS to be modified in any way.

31 Their only addition to Linux is a non-POSIX-compliant multithreaded fork system call.
4.3 Replication Using Lock-Based Determinism

I will now describe how I extended ROMAIN to support multithreaded applications. Starting from the status presented in the previous chapter, I will first explain how concurrent threads generating externalization events are handled by the master process. Thereafter I will describe how multithreaded replicas are made deterministic in order to avoid the problems introduced in the previous section.

4.3.1 An Execution Model for Multithreaded Replication

I extended ROMAIN’s replication model with another abstraction to facilitate multithreaded replication. Figure 4.5 illustrates the resulting terminology. As before, ROMAIN runs multiple replicas (Replica 1, Replica 2) of an application. These replicas constitute isolated address spaces and serve as resource containers. Similar to Kendo, which I introduced on page 77, each replica of a multithreaded application runs all its replica threads concurrently within the replica address space. In the figure we see three such threads in every replica. To distinguish threads across replicas I will from now on denote \( T_{i,j} \) as the j-th thread in the i-th replica.

The master process intercepts and handles replica threads’ externalization events. In Section 3.3 I described how the master waits for all replica threads to reach their next externalization event, compares their results, and then handles the respective event. This is insufficient for multithreaded replication, because we now no longer need to wait for all replica threads, but only for all replicas of the same replicated application thread. For instance, if all else is identical, then thread \( T_{1,1} \) in Replica 1 and \( T_{2,1} \) in Replica 2 will execute the same code and their externalization events need to be compared for error detection. I refer to the set of threads that have the same local thread ID and execute identical code within different replicas as a thread group.

Figure 4.6 shows how thread groups are handled by the master. We see two replicas running two threads each. The thread pairs \((T_{1,1}, T_{2,1})\) and \((T_{1,2}, T_{2,2})\) form two thread groups. Once \( T_{1,1} \) raises an externalization event \( E_1 \) it gets blocked until the other thread in its thread group, \( T_{2,1} \), also reaches its next externalization event \( E_2 \). The events are reflected to the master for handling.
event handling in thread M1, which resumes execution of threads T1,1 and T2,1 once handling is finished. The second thread group executes independently from the first one. While T1,1 and T2,1 are handled by the master, T1,2 and T2,2 continue execution until they hit their next externalization events E3 and E4, which are then handled by the master in thread M2.

Besides distinguishing events by their thread groups, ROMAIN handles system calls and manages resources in the same way as I described in Chapter 3. However, in order to ensure that thread groups always behave identically, we need to resolve non-deterministic behavior in our replicas as discussed in the previous section.

4.3.2 Options for Deterministic Multithreading in ROMAIN

As stated in Chapter 2, one of my design goals for ASTEROID is to protect unmodified binary applications against the effects of hardware faults. When considering multithreaded replication, this requirement rules out any solutions that demand applications to be rewritten using DMT mechanisms or recompiled using a DMT-aware compiler. Based on this requirement and the review of DMT techniques in the previous section, two options remain for protecting multithreaded applications: I can make applications deterministic by either modifying the whole system or by implementing a deterministic multithreading library.

Determinism at the System or Library Level? To provide system-level determinism I need to adapt the FIASCO.OC kernel, the L4 Runtime environment, as well as important libraries — such as libC — to guarantee deterministic execution for multithreaded applications. This approach mirrors CoreDet and dOS, which I introduced on page 76 and has been shown to induce low execution time overheads. However, this approach affects all applications running on FIASCO.OC regardless of whether they are protected by ROMAIN. As a consequence, applications that protect themselves against hardware faults suffer from overheads related to deterministic execution even if they are not affected by non-determinism at all.

Library-level determinism uses a modified version of the libpthread library to implement deterministic multithreading on a per-application basis. As explained previously, the dynamic nature of this library allows us to replace its implementation without modifying application code. Furthermore, a system can provide different implementations of this library: When ROMAIN loads a replicated application it can dynamically load a deterministic version of libpthread. In contrast, L4Re’s system-wide application loader may still use an unmodified, non-deterministic libpthread for applications that should not suffer from determinism-related overheads.

**Summary:** I decided to implement multithreaded replication using library-level determinism as this approach provides more flexibility to the system’s users and also promises to be less complex to implement than modifying FIASCO.OC and L4Re.
Weak or Strong Determinism? In the previous section I distinguished between strongly and weakly deterministic thread libraries. Weak determinism — such as Kendo — requires the application to be race-free and protect all shared data accesses using synchronization operations. This approach promises low execution time overheads and low resource requirements: all threads run within the same address space and share global resources.

Strong determinism — as implemented by DThreads — provides determinism even in the presence of data races. This benefit is paid for with higher runtime overheads and resource requirements: by running all threads in individual address spaces and implementing workspace consistency, DThreads needs a copy of all globally shared memory for every thread. In the worst case this means that a deterministic application with \( N \) threads requires \( N \) times the amount of memory of the original application.

As described in Section 3.5.2, ROMAIN maintains a copy of each memory region for every replica it runs. If we replicated a DThreads application with \( N \) threads using \( M \) replicas, this means we need \( M \times N \) times the amount of memory of the unreplicated and non-deterministic version. This requirement leads to practical limitations: I developed ROMAIN for the x86/32 architecture where every application can address 3 GiB of memory in user space. The ROMAIN master is the pager for all replicas and hence needs to service their page faults from his private 3 GiB of user memory.

Let us now assume we replicate a multithreaded application in triple-modular redundant mode. Memory replication demands that this application can use at most 1 GiB per replica lest the ROMAIN master cannot serve all replica page faults. If we now assume our application to run 4 threads, this 1 GiB includes workspace-consistent copies of memory regions for each thread. In the worst case this means that our application can only use 256 MiB of distinct memory for computation purposes.

To reduce replication overhead in terms of execution time and resource usage I therefore decided to implement a weakly deterministic thread library for replicating multithreaded applications. I am going to describe this weakly deterministic library and its integration into ROMAIN in the upcoming sections. In Section 4.3.7 I will outline how a strongly deterministic solution would differ from the design presented in this section.

4.3.3 Enforced Determinism

Ensuring weakly deterministic multithreaded execution requires that ROMAIN replicas reach an agreement on the order in which threads acquire locks.

In my first approach to implement this agreement, I let the master process decide on lock ordering. I call this approach enforced determinism because an external instance imposes ordering on the otherwise non-deterministic replicas.

Adapting the Thread Library I implemented enforced determinism with an adapted libpthread library that transforms synchronization operations into externalization events visible to the ROMAIN master. For this purpose I analyzed the synchronization operations in L4Re’s libpthread library, which is derived from \( \mu \)ClibC.

DTThreads reduces this worst case by not copying thread-private memory.

1 GiB is reserved for the Fiasco.OC kernel. Linux and Windows do the same.

http://www.uclibc.org/
Four functions within μClibC need to be adapted in order to enforce deterministic ordering of synchronization events:

1. `pthread_mutex_lock()`,
2. `pthread_mutex_unlock()`,
3. `__mutex_lock()`, and
4. `__mutex_unlock()`.

The former two functions implement `libpthread`'s mutex synchronization primitive. The latter two functions are used for synchronizing concurrent accesses to data structures internal to `libpthread`. If we manage to ensure proper ordering for calls to these functions across all replicas, we will also achieve deterministic ordering of higher-level synchronization primitives—such as barriers, condition variables, and semaphores—because `libpthread` internally implements these primitives using the above four operations.

I adapted L4Re’s `libpthread` implementation and replaced the entry points to the four synchronization functions with an INT3 instruction as shown in Listing 4.7. This single-byte x86 instruction raises a debug trap whenever a program calls into one of the synchronization functions, the program will raise a debug exception, which gets reflected to the ROMAIn master process.

---

Listing 4.7: Introducing debug exceptions into `libpthread` mutex operations

```
int __attribute_hidden __pthread_mutex_lock (pthread_mutex_t * mutex)
{
    asm volatile ("int3");
    /* rest of code omitted */
    asm ("* [..]");
}
```

---

Lock Event Handling in the Master To enforce deterministic replica operation, the master process needs to implement ordering while handling the debug exceptions raised by lock operations. For this purpose I added a new event observer to ROMAIn’s chain of event handlers, the `LockObserver`.

The `LockObserver` handles all exceptions related to lock operations by intercepting these events through ROMAIn’s event handling mechanism. The observer mirrors each `libpthread` mutex `M` that exist in the replicas with a dedicated mutex `M'` within the context of the master process. The `LockObserver` handles synchronization events in three steps:

1. **Inspect parameters:** We inspect the faulting replica’s stack to determine the current function calls’ parameters.36 Thereby we obtain the mutex ID `M` that is currently being used as well as the return address at which the replicas shall resume execution after the lock operation.

   The `LockObserver` uses a hash table to map mutex `M` to the corresponding master mutex `M'`. If no such entry exists in the hash table, a new mutex `M'` is allocated and initialized.

2. **Carry out lock operation:** The replica’s synchronization operation is performed by the master using the master mutex `M'`. All thread groups that perform lock operations will go through the `LockObserver`’s event handler. If these thread groups use the same replica mutex `M`, they will at this point carry out an operation on the same master mutex `M'`. Thereby, the `LockObserver` achieves synchronization between concurrently executing thread groups identical to the synchronization a native mutex operation achieves in the context of a single application instance.

3. **Adjust replica state:** Once the master synchronization operation returns, we know that we can also return in the replica context. To do so, the

---

36 Remember, the master has full access to all replica memory as it also functions as the replicas’ memory manager.
LockObserver adjusts the thread group’s states to emulate a return from the lock function. This means setting the replica threads’ instruction pointers to the previously determined return address and setting the return value (EAX on x86_32) and stack pointer registers appropriately.

The LockObserver mechanism provides deterministic lock acquisition across replicas, because all synchronization operations are serialized and ordered within the master’s handler function. In contrast to other DMT techniques, multiple runs of the same application will not necessarily produce identical behavior. The LockObserver still works for replication purposes, because we are only interested in deterministic ordering between the replicas in a single application run.

4.3.4 Understanding the Cost of Enforced Determinism: Worst Case Experiments

I implemented a microbenchmark to evaluate the worst case overhead induced by using enforced determinism. Two concurrent threads execute the code shown in Listing 4.8, so that each thread increments a global counter variable 5,000,000 times. For each increment a global mutex mtx is acquired and released. The benchmark therefore spends most of its time within libpthread’s synchronization operations and will suffer most from any slowdown induced by a DMT mechanism.

```c
int counter = 0;
const int increments = 5000000;
pthread_mutex_t mtx = PTHREAD_MUTEX_INITIALIZER;

void thread() {
    for (unsigned i = 0; i < increments; ++i) {
        pthread_mutex_lock(&mtx);
        counter++;
        pthread_mutex_unlock(&mtx);
    }
}
```

Listing 4.8: Thread microbenchmark

Similar to the microbenchmarks in Chapter 3, I executed this benchmark using ROMAIN with one, two, and three replicas and compared their execution times to native execution. For these experiments I used a system with 12 physical Intel Xeon 5650 CPU cores running at 2.67 GHz and distributed across two sockets. Each replica thread as well as each native thread were pinned to a dedicated physical CPU to maximize concurrency.

Figure 4.9 shows the measured execution times for the benchmark. The results represent the average over five benchmark runs in each setup. The runs’ standard deviation was below 0.1% in all cases and is therefore not shown in the figure. We see that the pure overhead of intercepting all lock and unlock operations already slows down the benchmark by a factor of 121. Double and triple-modular redundancy increase this cost even more with a maximum slowdown of 309 for TMR. These high overheads demand a more thorough investigation to find their sources.
Adjusting CPU Placement  While the benchmark is designed to run two worker threads, a closer inspection of libpthread showed that in addition to these worker threads, a third manager thread is launched. libpthread uses this thread to internally distribute signals, launch new threads, and perform cleanups once threads are torn down. The manager thread is launched lazily once an application becomes multithreaded, e.g., when it first calls pthread_create(). As a result, the startup order of these threads is Worker 1 – Manager – Worker 2.

As mentioned before, ROMAIN assigns replica threads to dedicated physical CPUs. My naive implementation of this assignment was to distribute threads sequentially across all CPUs starting at CPU 0. As my test machine has two CPU sockets with six cores each, the replicas in a TMR setup will be distributed as shown in Figure 4.10.

Unfortunately, this setup assigns replicas of the two heavily synchronizing worker threads to different processor sockets. Every synchronization operation requires messages to be sent between the sockets. While L4Re implements such messaging using FIASCO.OC’s IPC primitives, these will eventually require Inter Processor Interrupts (IPIs) to be sent between CPUs.

Using a microbenchmark I found that sending messages between cores on the same socket requires about 8,500 CPU cycles, whereas sending messages between cores on different sockets costs about 19,500 CPU cycles. Additionally, the manager thread does not perform any real work in the benchmark, so distributing these replica threads across CPUs does not gain any performance and only wastes resources.

To optimize for low IPI latencies I manually adapted the CPU placement algorithm. The idle replicas of the manager thread are co-located with the first worker’s thread group, making room to place the second worker thread group on CPUs 3–5. As Figure 4.11 illustrates, all replica threads thereby run on a single socket and therefore benefit from reduced IPI latencies for synchronization purposes.

Reducing Synchronization Cost  In a next step I instrumented the ROMAIN master to determine where the remaining overhead comes from. I separated replica execution into four different phases, which are depicted in Figure 4.12. These phases distinguish between active and passive replicas: One active replica enters the master, performs state validation and potential event handling. The remaining replicas are passive. They wait for the active replica to finish its processing and then resume execution based on its results.

1. **User time** ( ) measures the time spent executing outside the master process. This includes both actual application time as well as the time spent in the FIASC.OC kernel for delivering vCPU exceptions. Note that this time does not include time spent in actual system calls, because those are handled within the master process.

2. **Pre-Synchronization** ( ) measures the time between entering the master process and executing event handling. For passive replicas this is equivalent to the time waiting for all other replicas to enter the master. For active replicas, this includes state validation time as well as the management overhead for processing the list of event observers.
3. **Observer time** (\( \square \)) measures the time an active replica spends in one of ROMAIN’s event observers for handling replica events. This time also includes time the master spends in system calls on behalf of the replica as described in Section 3.4 on page 45.

4. **Post-Synchronization time** (\( \square \)) tracks the time spent between event handling and resuming replica execution. For the active replica this includes time for storing the event handling result and waking up all passive replicas. For passive replicas this is the time to obtain the leader’s state and resume execution.

![Figure 4.12: Execution phases of a single replica](image)

I re-executed the previous microbenchmark with the CPU placement optimization turned on and measured the fraction of time replicas spend in each of the four phases and show the results in Figure 4.13. The libpthread manager thread that runs in every application spends 100% of its time in event handling, because it is indefinitely waiting for an incoming management request. It is not shown in the figure. The bars show the average time each worker thread replica spends in one of the four phases. I always show the distribution for the first replica of the first worker thread. All other replicas have similar phase distributions with standard deviations below 1%.

![Figure 4.13: Time the microbenchmark threads spend in the execution phases shown in Figure 4.12 when running with optimized CPU placement.](image)

First of all we see that the workers spend about 8 seconds of the benchmark in the actual user code and that this value does not change when increasing the number of replicas. Given the test machine’s clock speed of 2.67 GHz and the fact that we execute 10 million lock and unlock operations in each thread, this number maps to an average user time of around 2,000 CPU cycles per lock operation. I confirmed with a microbenchmark that this is roughly equivalent...
to the cost of delivering a FiASCO OC vCPU exception and resuming the vCPU afterwards. This shows that user time is dominated by vCPU exception delivery.

Second, the results show that in the single-replica case we spend most of the master execution time (87.4%) in the master’s event handler. This time decreases for double and triple modular redundancy: Here the replicas spend most of their time (73.3% for DMR, 82.8% for TMR) in the pre- and post-synchronization phases.

I had a closer look at where synchronization overhead comes from and found two sources of overhead. First, replicas within a thread group need to wait for each other whenever they enter the master. This is a problem for exception-heavy benchmarks as the multithreaded one: When an exception is handled, the active replica wakes up the passive ones and performs cleanup work. In the meantime the passive replicas resume to user space and immediately raise their next exception. Here they have to wait for the active replica to catch up. This overhead reason is inherent to replicated execution and fortunately only a problem for such microbenchmarks.

As a second reason I found that in my initial implementation, the master used a libpthread condition variable at the beginning of event handling to wait for incoming replicas and at the end of the event handling phase to wait for all replicas to leave the master. Each of these synchronization operations requires expensive message-based notifications.

I implemented an optimization for the synchronization phase that replaces the condition variables with globally shared synchronization variables and let the replicas poll on this variable instead of using message-based synchronization. This optimization avoids synchronization IPIs between replicas and I call it fast synchronization.

Improved Synchronization Overhead  I compare the effects of the two optimizations to the previously presented microbenchmark results in Figure 4.14. We see that TMR execution benefits most from the CPU placement optimization, whereas DMR shows nearly no effect because the DMR replicas were already placed on a single socket in the first place. In turn, DMR shows a better improvement from the fast synchronization optimization than TMR. This is due to the fact that in the TMR case more overhead is spent waiting for other replicas to catch up whereas in the DMR case more time is spent sending synchronization messages.

Figure 4.15 breaks down the fully optimized version (CPU placement and fast synchronization) of the benchmark into user, synchronization and event handling times. Compared to the previous results shown in Figure 4.13 we see a decrease in both the pre and post synchronization phases for DMR and TMR execution.
### Summary

I presented enforced determinism, a mechanism that transforms lock operations into exceptions visible to the ROMAIN master process. The master handles these exceptions and thereby establishes lock ordering. In turn, multithreaded replicas behave deterministically.

I used a microbenchmark to analyze replication overhead and found that the placement of replicas on different CPUs influences overhead. I furthermore pinpointed inter-replica synchronization during event handling as a second source of overhead. I devised optimizations to address both of these issues in order to reduce replication overhead.

#### 4.3.5 Cooperative Determinism

We saw in the previous section that enforced determinism has a high worst-case overhead. Even after optimizing, TMR execution is slowed down by two orders of magnitude. We also saw that there are three main contributors to overhead:

1. **Mirroring of data structures and work in the master**: All lock operations in the replicas are mirrored with additional data structures and operations in the ROMAIN master process. Furthermore, every lock operation has to go through the master’s event handling mechanism.

2. **CPU traps per lock operation**: Every lock operation leads to a CPU trap. This adds a constant cost of about 2,000 CPU cycles to each operation, whereas a normal lock function call would require less than 100 CPU cycles if the lock is uncontended.

3. **Replica synchronization**: Waiting for all replicas to reach their next lock operation is the biggest contributor to replication overhead. This synchronization is often unnecessary: If a replica thread wants to acquire a lock and the other threads in the same thread group simply lag behind this first thread, there is actually no need to wait for them. The first thread can optimistically continue and trust the others to make the same decision afterwards.

   This optimistic locking solution does not impact reliability, because ROMAIN will still compare replica states at externalization events. This

<table>
<thead>
<tr>
<th>Worker/TMR</th>
<th>Worker/DMR</th>
<th>Worker/Single</th>
</tr>
</thead>
<tbody>
<tr>
<td>User time</td>
<td>Pre-Synchronization</td>
<td>Observer Time</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>40</td>
<td>50</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 4.15: Breakdown of benchmark overhead sources with CPU placement and fast synchronization optimizations turned on.
approach only reduces the number of such events in order to save execution time overhead. Even optimistic locking however needs to properly synchronize lock operations whenever more than one thread group tries to acquire a lock.

To address these issues, I designed a replication aware libpthread library, which I call libpthread_rep. Replicas no longer reflect their lock operations to the master process but instead cooperate internally to achieve deterministic lock ordering. This solution – which I call cooperative determinism – avoids mirroring lock operations in the master (problem #1), eliminates the need for CPU traps in lock operations (problem #2), and reduces the amount of inter-replica synchronization to those cases where it is really necessary (problem #3).

Architecture for Cooperative Determinism  ROMAIN provides an infrastructure for cooperative determinism using two building blocks shown in Figure 4.16. First, replicated applications use libpthread_rep as a drop-in replacement for libpthread. Second, libpthread_rep establishes ordering of lock operations using a lock info page (LIP) that is shared among all replicas. The master process is only involved in this architecture in the setup phase: it loads libpthread_rep into the replicas, creates the LIP and makes sure that this LIP is mapped into each replica’s address space at a pre-defined address.

The Lock Info Page  libpthread_rep uses the LIP to share information about the state of lock acquisitions between replicas without requiring expensive synchronization messages. The LIP contains information about the number of replicas as well as information about all locks that are used by the replicated application. Listing 4.17 shows the LIP data structure. In my current prototype, the LIP is dimensioned to support 2,048 unique locks. This number suffices for the benchmarks I present in this thesis and may be adapted at compile time if necessary.

For each lock in the application, the LIP stores a spinlock field that protects access to the LIP’s lock information from concurrent access by the replicas. The owner field keeps track of the ID of the thread that currently possesses the lock. acq_count is used internally by libpthread_rep to count the number of replica threads that already entered a critical section. Finally, the epoch field serves as a logical progress indicator for threads and is incremented whenever a thread calls a lock or unlock function.

Using the LIP to Enforce Lock Ordering  As with enforced determinism (explained in Section 4.3.3) libpthread_rep adjusts four functions from libpthread: pthread_mutex_lock(), pthread_mutex_unlock(), __mutex_lock(), and __mutex_unlock(). I modified both of the lock functions to call lock_rep(), which I show as a control flow graph in Figure 4.18 on the facing page.

When a thread tries to acquire a lock, it consults the shared LIP to inspect the lock’s global state. If the lock is currently marked as free, the thread stores its own thread ID and epoch counter in the global state and continues. At this
point the thread has acquired the lock and can continue its operation without having to wait for the other threads in its thread group.

If the acquiring thread finds the lock to be taken, it checks the owner’s thread ID. If the owner ID matches the calling thread’s ID, this means that another thread from the same thread group already acquired the lock and the calling thread can continue operation. However, if the owner ID does not match the calling thread, we found a situation where a different thread group owns the lock. This means, the calling thread has to wait until the lock either becomes free or changes ownership to the caller’s ID.

Inconsistencies may arise if a thread releases a lock and then tries to reacquire it before all other threads of the thread group released the lock. The epoch counter is used to detect such a situation and prevent this thread from overtaking the rest of its thread group.

Figure 4.19 shows a flow chart for the unlock operation. The acq_count counter tracks how many threads of a thread group need to release the lock before a new owner can be established. Each thread releasing a lock decrements this counter. Only the last thread to leave a critical section has to additionally reset the owner field.
Cooperative Determinism Runtime Overhead  To evaluate the efficiency of cooperative determinism, I repeated the worst-case microbenchmark that I used to evaluate enforced determinism in Section 4.3.4 on page 83. Again, I ran this microbenchmark (native execution time: 0.286 s) with no optimizations, with optimized CPU placement, as well as with fast synchronization and show the results in Figure 4.20. At first glance we see that the worst case overhead for the optimized version of cooperative determinism is about six times lower than for the similarly optimized version of enforced determinism (TMR: 30.3x vs. 192x).

Once again, triple-modular redundant execution benefits significantly from optimizing replica placement. Even though cooperatively deterministic replicas do not use explicit synchronization upon every lock operation, the replicas still use the shared-memory LIP, which needs to be kept consistent by the CPU’s cache coherency implementation. Hardware cache coherency again requires cross-CPU messaging, which is less expensive on a single CPU socket. Hence, we see better performance if all replicas run on a single socket.

As a last point, the cooperatively deterministic benchmark causes only 136 externalization events compared to more than 20,000,000 events the master needs to handle in the enforced deterministic case. The master process is therefore seldom involved and as a consequence, the fast synchronization optimization that speeds up master-level event handling has nearly no effect on this benchmark.

**SUMMARY:** I designed a replication-aware thread library that uses a lock info page shared among all replicas to establish deterministic ordering of lock acquisitions. This solution avoids expensive externalization events and inter-replica synchronization wherever possible and thereby achieves six times lower execution time overheads compared to enforced determinism.

4.3.6 Limitations of Lock-Based Determinism

The solution for deterministic replication I presented in this chapter assumes the application to solely use the synchronization operations provided by the `libpthread` library. Otherwise, the application must be free of data races. This requirement limits ROMAIN’s applicability for those programs that use ad-hoc synchronization (spinlocks) or lock-free data structures. This problem can be solved by adapting the respective libraries to be replication-aware similar to my adaptation of `libpthread`. As an alternative solution, fully deterministic execution may resolve or at least detect data races in non-locked accesses while merging thread-local data back into the globally consistent view. I explain how my solution would be extended to full determinism in the next section.
4.3.7 Fully Deterministic Execution

In Section 4.3.2 I based my decision to only support weakly deterministic multithreading in ROMAIN on the resource overheads that would be required to implement strongly deterministic multithreading. Especially, I pointed out that having to maintain per-thread copies of all shared memory regions limits the practical applicability of DTHREADS-like strong determinism on 32-bit processor architectures.

While I developed ROMAIN focusing on the x86/32 architecture, modern 64-bit systems allow processes to address much larger amounts of physical memory. Hence, these resource limitations will become less of a problem in the future. Therefore, I will now discuss the required changes to support strong determinism in ROMAIN similar to DTHREADS.

Adjusting the Execution Model  The execution model I described in Section 4.3.1 also applies to strong determinism. The ROMAIN master process still monitors replica execution and each thread group’s externalization events need to be handled independently. In contrast to my implementation, each replica thread would execute within a dedicated address space. These address spaces would be allocated by the master process whenever an application executes pthread_create() and then remain fixed for the whole lifetime of each replica thread.

Memory Management  As strongly deterministic multithreading requires more than one address space per replica, ROMAIN’s memory management needs to be aligned with these new requirements. To implement workspace consistency, ROMAIN needs to maintain one reference copy of all memory regions plus one additional copy for every replica thread.

Whenever a thread group raises a page fault, the ROMAIN master needs to serve it by mapping the respective duplicate memory regions into each replica thread’s address space. For this purpose, the master needs to maintain a mapping between these copies and the respective replica threads.

The page fault handler can use a lazy memory allocation strategy, so that per-replica memory copies are only created for those replicas that actually access a region. This will help to reduce the amount of memory required for strong determinism.

Workspace Consistency  At synchronization points replica threads need to merge their local updates into the reference view and vice versa. Similar to DTHREADS we can do so by instrumenting well-known libpthread functions and reflecting them to the ROMAIN master for performing deterministic memory updates.

To reduce merge effort, we can use the same optimization that was proposed by DTHREADS’s authors: The ROMAIN master can map reference memory regions read-only to the replica threads, so that they share read-only data to reduce resource overhead. As discussed in Section 3.5 this still requires one copied region for every distinct replica if we want to avoid relying on ECC-protected memory.
SUMMARY: It is possible to extend ROMAIN to support strongly deterministic multithreading. This approach allows replication of multithreaded applications with data races, but its feasibility is limited due to resource constraints on 32-bit architectures. I propose to provide strong determinism using workspace consistency, which requires adapting ROMAIN’s memory manager and the replication-aware thread library.

4.4 Reliability Implications of Multithreaded Replication

So far I focussed this chapter on implementing deterministic multithreaded replication with a low execution time overhead. However, the aim of the ROMAIN operating system service is to detect and correct errors. While error detection is equivalent to the single-threaded case described in Chapter 3, recovery requires additional care in a multithreaded environment.

4.4.1 Error Detection and Recovery

The architecture I presented in this chapter allows to deterministically replicate multithreaded applications on top of ROMAIN. ROMAIN’s architecture makes sure that replicas perceive identical inputs. The deterministic multithreading extensions described in the previous section make sure that threads process these inputs in the same order and hence deterministically generate identical outputs.

Hardware-induced errors may modify a replica’s state and may therefore cause a replica thread to behave differently. Similar to the single-threaded case, the ROMAIN master process will detect such a deviation by comparing the thread’s state with the other threads within its thread group while processing externalization events. Once the ROMAIN master process detects a state mismatch, it starts an error recovery routine. In line with related work I assume a single-fault model here, which means hardware faults are rare enough so that we can assume only one fault to be active at a given point in time.

In contrast to single-threaded recovery we face an additional layer of complexity, though: before a faulty replica thread triggers error detection, it may have written arbitrary data to memory. As ROMAIN executes all threads of a replica in the same address space, all other threads in this replica may have read these faulty values. Hence, all threads of a faulting replica must be assumed faulty, even if they did not yet trigger their next externalization event. Given the single-fault assumption we can however assume that all other replicas are still correct.

To return the replicated application into a correct state, the ROMAIN master first halts all replica threads. As threads execute independently, they will be stopped at an arbitrary point within their execution. Even threads in the same thread group will most certainly be interrupted at different points in their execution because they execute independently.

ROMAIN selects one of the correct replicas \( R_c \) to be the recovery template. Then, the master brings all other replicas into the state of the template:
1. The recovery template’s address space and memory layout is copied to all other replicas.

2. Each replica thread $T_{i,j}$ (where $i$ is the replica number and $j$ is the respective thread group number) has its architectural state set to the state of the corresponding recovery template thread $T_{c,j}$ from its thread group.

Returning all replicas – even the correct ones – to the exact state of the recovery template allows us to handle the fact that we potentially halted other replica threads from the same thread group at different points within their computation. Eventually, all replica threads will be returned to an identical and correct state. The replicas can then resume execution.

4.4.2 Recovery Limitations

The recovery approach I presented in this section assumes that we can always return all replicas into a consistent and correct state. This assumption is true as long as replicas work on isolated resources, because then we can simply copy the state of a correct resource over the state of a faulty one. However, this assumption no longer holds if we have resources shared among all replicas for two reasons:

1. Faulty data may propagate through the shared resource to other replicas and thereby forgo fault isolation.

2. If no replicated copies of a shared resource exist, we cannot return the resource to a correct state.

This problem applies to the lock info page that ROMAIN uses to implement cooperative determinism: the respective memory area is shared among all replicas. Corrupting the LIP may affect other replicas’ behavior (problem #1), for instance by blocking threads that would otherwise be able to acquire a lock. Furthermore, as the LIP only exists as a single copy, we cannot return it to a consistent state during recovery (problem #2).

To work around these issues, we need to have a closer look at what errors the LIP may suffer from. As we deal with hardware faults, we do not need to protect ourselves against targeted attacks of a single replica on the LIP. Instead, the LIP may be affected by hardware errors that I roughly classified into two categories:

1. **Corruption of the LIP:** LIP data is part of an application’s address space. As the result of a fault, this data may become corrupted:

   - A fault affecting the target pointer of a write operation may change this pointer to point into the LIP. The write operation will then overwrite arbitrary data within the LIP.
   - A fault affecting the size of a write operation (e.g., the size parameter of a memcpy() operation) may cause a valid write operation to overflow its target buffer. If this buffer is located before the LIP in the replica’s address space, the overflow may affect LIP content.
   - Last, an SEU in memory or during a computation may affect the LIP directly.
2. **Inconsistent lock acquisition:** Even if the LIP is correctly modified with respect to the cooperative determinism protocol, its content may be inconsistent for recovery purposes:

- A replica may decide to acquire a lock based on a previous error. In this case, the replica will correctly acquire the lock, but none of the correct threads in the same thread group will ever do so. Given that we only reset lock ownership once all threads of a thread group have called `rep_unlock()`, this lock will remain locked infinitely and other threads trying to correctly acquire the lock will block.

- I explained above that ROMAIN halts all threads during recovery and that we may stop threads at different points in their execution. As a result, we may encounter situations, where one correct thread already acquired a lock, while a second correct thread did not reach the point of acquisition yet. During recovery, we need to bring all threads into the same state. Consequentially, we need to either release or acquire the lock for everyone, depending on which replica we select as the recovery template.

Detecting Corruption using Guards and Canaries  

In order to reduce the chance of LIP corruption, I modified the way ROMAIN attaches the LIP to each replica’s address space as shown in Figure 4.21. This modification is inspired by Cowan and colleagues’ work on protecting memory against buffer overflow attacks.  

To prevent buffer overflows in application data from corrupting the LIP, ROMAIN places an inaccessible guard page before and behind the LIP. Thereby, any overflowing write sequence will cause a page fault exception before modifying LIP state.

To increase the likelihood of detecting corruptions within the LIP, all lock entries are separated by a canary value. The canary is a fixed bit pattern that will never be modified by normal operation. Whenever a thread tries to acquire a lock, it first validates the correctness of the respective lock entry’s canary value. If the canary is found to be corrupt, the thread notifies the master of an unrecoverable error. As the LIP is shared across all replicas, the only suitable reaction to such an event is for the master to terminate the replicated application. However, this approach at least makes sure that replicas generate no incorrect output.

An alternative solution to increase the chance of successful recovery would be to replicate the LIP itself similar to Borchert’s replication of kernel data structures. However, I did not implement this alternative.

Consistent LIP Recovery using Acquisition Bitmaps  

I addressed the problem of consistent LIP recovery by adding a mechanism that tracks which replica thread already acquired a lock. For this purpose I added an `acq_bitmap` field to each LIP lock entry. When a thread $T_{i,j}$ from thread group $j$ acquires a lock, it sets the $i$-th bit in this field to 1. Upon lock release, the thread resets this bit to 0.

Using this mechanism, we can address the two inconsistent lock acquisition subproblems as follows:

\[ \text{Inaccessible Guard Page} \]

\[ \ldots \]

\[ \text{Canary} \]

\[ \text{Lock entry #3} \]

\[ \text{Canary} \]

\[ \text{Lock entry #2} \]

\[ \text{Canary} \]

\[ \text{Lock entry #1} \]

\[ \text{Canary} \]

\[ \text{Lock entry #0} \]

\[ \ldots \]

\[ \text{Inaccessible Guard Page} \]

\[ \ldots \]
1. If a thread erroneously acquired a lock while the correct threads did not, the `acq_bitmap` will have this thread’s bit set to 1, while all other bits are 0. During recovery, `ROMAIN` can set this bit to 0 and thereby return the respective lock entry to a consistent and correct state.

2. If correct threads are stopped during recovery and some threads halt before acquiring a lock and others halt afterwards, the respective lock entry will have both 0 and 1 entries in its `acq_bitmap`. To correct this consistently, `ROMAIN` sets all bits in the bitmap to the value of the recovery template’s bit. Hence, only if the recovery template thread already acquired the lock, all other threads will acquire it during recovery.

While the above enhancements increase LIP reliability, they also increase resource and execution time overhead. I chose to use 16-bit canaries, so that the LIP size grows by $2,048 \times 2 = 4,096$ bytes. Furthermore, I repeated the microbenchmark that I used in the previous sections with cooperative determinism and the enhancements described above. DMR runtime increases about 10%, TMR runtime increases about 15%.

**SUMMARY:** Detecting errors in multithreaded replicas works similar to error detection for single-threaded ones. Error recovery needs additional care, because all replicas and their threads need to be returned to the same consistent state.

Cooperative determinism suffers from the problem that the LIP is shared among all replicas. Corrupt LIP entries may therefore constitute unrecoverable errors. I combined guard pages, lock entry canaries, and fine-grained ownership tracking to reduce the chance that such a situation arises.

The above analysis shows that there is another dimension when evaluating different reliability mechanisms: While cooperative determinism provides a low execution time overhead, it is harder to protect against corruption from a faulty replica. In contrast, enforced determinism does not need to care for shared data, but suffers from higher execution time overheads.

In Chapter 6 I will show that this difference between enforced and cooperative determinism is only one particular instance of a more general problem: every software-implemented fault tolerance mechanism relies on specific (but different) software and hardware features to function correctly. We need to identify and specially protect these components to achieve full-system reliability.
5 Evaluation

In the previous two chapters I described the design of ROMAIN and used microbenchmarks to motivate my design decisions. In this chapter I present a larger-scale evaluation of how well ROMAIN achieves its goal of providing fault-tolerant execution to binary-only user applications on top of FIASCO.OC. For this purpose I analyze ROMAIN’s error detection capabilities (error coverage and detection latency), the accompanying resource and execution time overheads, as well as ROMAIN’s implementation complexity.

I show that ROMAIN detects 100% of all errors within a replicated application and recovers from more than 99.6% of them. ROMAIN’s best-case execution time overhead for replicating single-threaded applications is about 13% for triple-modular redundant execution. Multithreaded replication is more costly and implies up to 65% overhead when running three replicas of an application with four worker threads. By providing majority voting, ROMAIN allows for fast error recovery.

Parts of the experiments presented in this chapter were published in SOBRES 2013\(^1\) and EMSOFT 2014.\(^2\)

5.1 Methodology

Wilken identified five properties that can be analyzed to assess a fault-tolerant system.\(^3\) I apply his taxonomy to analyze ROMAIN and evaluate these properties:

1. **Error Coverage** measures the fraction of errors that a fault tolerance mechanism is able to detect and recover from.
2. **Error Detection Latency** determines how long a fault resides in the system before it is detected.
3. Replicated execution incurs *execution time overhead* because the ROMAIN master process spends additional time waiting for replicas, inspecting their states, and performing replicated resource management.
4. Replicated execution furthermore induces a *resource overhead* by maintaining resource copies to facilitate independent execution of replicas.
5. ROMAIN adds *code complexity* to the L4 Runtime Environment by adding the master process component.


\(^2\) Björn Döbel and Hermann Härtig. Can We Put Concurrency Back Into Redundant Multithreading? In 14th International Conference on Embedded Software, EMSOFT’14, New Delhi, India, 2014

I evaluate error coverage and detection latency using fault injection experiments in Section 5.2. Thereafter, I evaluate R**OMA**I**N**’s execution time and resource overhead using application benchmarks in Section 5.3. I analyze the master process’ code complexity in Section 5.4. Finally, I compare the achieved results to related work in Section 5.5.

In line with related work\(^4\)\(^5\) I assume my fault model to be single-event upsets in memory and registers. In this fault model, we can detect errors by running two replicas (double-modular redundancy – DMR) and we can correct detected errors by majority voting when running three replicas (triple-modular redundancy – TMR). I therefore only investigate DMR and TMR setups and leave the analysis of multi-error fault models and R**OMA**I**N** running more than three replicas for future work.

### 5.2 Error Coverage and Detection Latency

The main goal of every fault tolerance mechanism is to detect and recover from errors before they cause system failure. Given a fault model and a workload, the mechanism’s error coverage measures the ratio of faults of this specific type that are detected and corrected:

\[
\text{Coverage} = \frac{N_{\text{detected}}}{N_{\text{total}}}
\]

In addition to error coverage, we can measure the error detection latency as the time between the activation of an error and its detection by the respective fault tolerance mechanism.

As I explained in Chapter 2, redundant multithreading (RMT) techniques—such as R**OMA**I**N**—aim to maintain best possible error coverage while reducing the mechanism’s execution time overheads as much as possible. For this purpose, RMT often trades higher detection latencies for lower overhead by reducing state validation. This trade-off does not affect error coverage as long as two properties hold:

1. A fault must never lead to a visible application failure.
2. The error detection latency must not exceed the minimum expected inter-arrival time of hardware faults. Otherwise, the number of replicas in the system might no longer suffice to detect and recover from these faults.

Similar to other RMT techniques, R**OMA**I**N** ensures the first property by performing state validation whenever application state is about to become visible to an external observer. In Chapter 3 I showed the techniques the R**OMA**I**N** master uses to intercept all possible externalization events for this purpose.

As RMT techniques only validate state at externalization points, R**OMA**I**N** may suffer from problems related to the second property. This will be the case if a replicated application performs long stretches of computation without performing any interceptable externalization event in between. However, R**OMA**I**N** implements two mechanisms that allow to cope with such situations:

1. The user can **tune the number of replicas** to the number of expected concurrent faults using Schneider’s \(2N + 1\) rule\(^6\) and thereby create a setup...
that can handle multiple concurrent faults. This number is a startup option passed to the ROMAIN master.

2. As I explained in Section 3.8.2, Martin Kriegel extended ROMAIN with a mechanism to bound error detection latencies by enforcing checks after a fixed number of retired instructions. The application can thereby be forced into state validation in periods shorter than the expected inter-arrival time of faults.

5.2.1 Vulnerability Analysis Using Fault Injection

Fault injection (FI) is a standard technique to evaluate the behavior of a system in the presence of faults. In contrast to waiting for errors to manifest in physical hardware, these experiments allow us to insert these errors in a controlled environment. Given a fault model, such a controlled environment also allows us to inject every possible error and thereby assess the error coverage of a given fault tolerance method.

Fault-injection methods can be implemented at the hardware and software levels. Hardware-level injectors work on implementations of the hardware in question and often augment this hardware with specific points to inject faults. These approaches can perform fine-grained instrumentation of the hardware and inject faults down to the transistor level. Sterpone used an extended FPGA implementation of a microprocessor for this purpose. In contrast, Heinig and colleagues performed fault injection on an embedded ARM processor and used an attached hardware debugger to inject faults. The downside of these approaches is that they require dedicated hardware and labor-intensive manual setup.

Software-level fault injection tools try to inject faults without requiring direct access to the underlying hardware. For example, Gu performed fault injection experiments for Linux on x86 hardware using a debugging kernel module and hardware breakpoints, but without access to an expensive x86 hardware debugger. Other researchers – such as Yalcin – proposed to use hardware simulators instead of real hardware for fault injection. Simulator-based fault injection restricts reliability assessment to the level of detailed provided by the underlying simulator. Cho pointed out that these inaccuracies make it hard to use simulator-based FI to draw any conclusions about the vulnerability properties of physical hardware.

In this section I am not interested in hardware properties, but in the reaction of ROMAIN to misbehaving hardware. For this purpose, software-level FI still works: we can select a representative fault model (such as SEUs in memory), apply this fault model in a simulator and observe if ROMAIN detects and corrects these errors. While the resulting error distributions may not always be representative of physical hardware behavior, we can still make an apples-to-apples comparison between the same experiment running without replication and protected by ROMAIN.

Under these circumstances we can benefit from another property of simulation-based fault injection: we can now run many such simulators in parallel and thereby drastically reduce the time needed to perform large-scale fault injection experiments.


In order to determine the coverage of a fault tolerance mechanism using fault injection, we need to inject all faults that might affect the given system and compute the ratio between detected and injected faults. This fault space often grows very large. As an example, Figure 5.1 shows the required set of experiments if we assume single-event upsets in memory as the fault model. In this example we need to perform one experiment for every discrete time instant and every bit in memory.

For most applications, this fault space is too large to fully enumerate even with fast FI mechanisms. Therefore, two techniques are applied to obtain practical results in a timely manner:

1. **Fault Space Sampling**: Instead of performing all necessary experiments, sampling approaches select a subset of these experiments and try to approximate the global result by performing only the experiments in this sample. The accuracy of the obtained results varies depending on the sample size and the method with which the sample was chosen.

   Random sampling selects a random subset of experiments. This approach works if the selected sample is large enough and we are only interested in high-level questions, such as “What fraction of faults is going to crash the application?” Gu’s Linux study used this approach. Random sampling fails if we are interested in the vulnerability of specific data structures or functions, because the random sample may misrepresent them.

   An alternative – which I call workload reduction – focuses fault injection on interesting subsections of a larger workload and fully enumerates these. This approach was for instance applied by Arlat and colleagues to analyze the reliability of kernel subsystems in LynxOS.

2. **Fault Space Pruning**: If we take a closer look at the fault space we find groups of experiments that will produce identical results. As an example, consider a scenario where a memory word W is read at time instants 0 and 10. Any fault in instants 1 through 10 will have the same consequence: the wrong value will be read at instant 10 and impact program behavior thereafter. Hence, we can speed up experimentation by only performing a single one of these experiments and apply its result to all others.

   Modern fault injection frameworks, such as Relyzer and FAIL*, analyze the fault space to identify such groups. They thereby reduce the number of required experiments without reducing fault injection accuracy.

I use the FAIL* fault injection framework to analyze ROMAIN’s error coverage and detection latencies. FAIL* uses the Bochs emulator to inject faults and monitor program behavior. Bochs performs instruction-level emulation of the underlying platform and can therefore only model faults that are visible at this granularity. I specifically look at two fault models that FAIL* supports out of the box: SEUs in (1) memory and (2) general-purpose CPU registers.
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The current version of FAIL* does not distinguish between different address spaces on top of a modern operating system. As I want to inject faults into a specific replica address space, I therefore use an extension to FAIL* that was originally developed by Martin Unzner in a thesis I advised.\footnote{Martin Unzner. Implementation of a Fault Injection Framework for L4Re. Belegarbeit, TU Dresden, 2013} With this extension we can distinguish between code executing within one dedicated address space (i.e., the faulty replica) and code executing outside this address space.

As FAIL* executes all experiments in the Bochs emulator, it has no notion of wall-clock time. Instead, FAIL* discretizes time in terms of instructions retired by the observed platform. Hence, time (i.e., error detection latency) in this subsection is measured in retired instructions.

FAIL* provides a campaign server that sends experiments to concurrent instances of the FAIL* fault injection client and collects the results. This allows to parallelize fault injection runs and I had the opportunity to do so on the Taurus HPC Cluster at the Center for Information Services and High Performance Computing (ZIH) at TU Dresden. The FI experiments I describe below consumed a total of 66,000 CPU hours on this cluster.

\subsection*{5.2.2 Benchmark Setup}

I selected four applications as benchmarks to evaluate ROMAIN’s fault tolerance capabilities. To keep fault injection manageable, I focus on small benchmarks. I will use longer-running examples to validate ROMAIN’s computational overhead in the next section.


2. \textit{Dijkstra} is another benchmark from the MiBench suite. It represents an implementation of Dijkstra’s path finding algorithm\footnote{Edsger. W. Dijkstra. A Note on Two Problems in Connexion With Graphs. Numerische Mathematik, 1:269–271, 1959} that is used for instance in network routing.

3. \textit{IPC} is an example for FI ASCO.OC’s inter-process communication mechanism. Two threads run inside the same address space and exchange a message. This benchmark therefore focuses on faults that happen directly before or after invoking a system call on FI ASCO.OC.

4. \textit{CRC32} uses the Boost\footnote{http://www.boost.org} C++ implementation of the CRC32 checksum to compute a checksum over a chunk of data in memory. CRC32 is a commonly used checksum algorithm in network applications.\footnote{Philip Koopman. 32bit Cyclic Redundancy Codes for Internet Applications. In Conference on Dependable Systems and Networks, DSN ’02, pages 459–472, Washington, DC, USA, 2002. IEEE Computer Society}

I prepared the experiments by creating boot images of the application setups that can be run by FAIL*. For every setup I created one image that runs the benchmark natively on L4Re and a second image that runs the benchmark in ROMAIN with TMR. Table \ref{tab:benchmark-campaign} shows the dimension of my fault injection campaigns. While previous works\footnote{Ute Schiffel, André Schmitt, Martin Süßkraut, and Christof Fetzer. ANB- and ANBDmem-Encoding: Detecting Hardware Errors in Software. In International Conference on Computer Safety, Reliability and Security, SafeComp’10, Vienna, Austria, 2010} used random sampling with a sample size of up to 10,000 experiments, my study covers the whole fault space of these four applications and thereby represents several million experiments for every benchmark and fault model.

To reduce fault injection time, I reduced the workloads to their interesting parts—i.e. the main work loop of the benchmarks—leaving out application startup and teardown. The table shows the number of instructions executed in the injection phase of each benchmark.
I furthermore benefit from FAIL*'s fault space pruning to reduce the number of required experiments while still covering the whole fault space. The table therefore shows the total number of experiments covered by each fault injection campaign as well as the pruned number of experiments, i.e., the runs that I actually had to perform.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Fault Model</th>
<th># of Instructions</th>
<th>Total Experiments</th>
<th>Experiments after Pruning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcount</td>
<td>Register SEU</td>
<td>54,866</td>
<td>9,100,824</td>
<td>1,635,808</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>405,710,740</td>
<td>374,865</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>Register SEU</td>
<td>108,171</td>
<td>16,990,912</td>
<td>3,694,177</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>2,399,115,368</td>
<td>1,221,705</td>
</tr>
<tr>
<td>IPC</td>
<td>Register SEU</td>
<td>10,800</td>
<td>1,567,088</td>
<td>341,049</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>46,656,894</td>
<td>116,881</td>
</tr>
<tr>
<td>CRC32</td>
<td>Register SEU</td>
<td>108,089</td>
<td>23,976,128</td>
<td>2,408,329</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>510,278,440</td>
<td>288,881</td>
</tr>
</tbody>
</table>

Table 5.1: Overview of Fault Injection Experiments

For each FI experiment I collected the following information for later processing of the results:

- **Experiment Information:** For every experiment I keep track of what kind of fault (e.g., a bit flip in which bit of which register) was injected at which discrete point in time.

- **Experiment Outcome and Output:** A fault injection experiment is executed until the program reaches a predefined terminating instruction (successful completion) or a timeout expires. I set this timeout to 4,000,000 instructions, which is 40 times larger than the longest of the benchmarks in question. This long timeout is necessary to give ROMAIN sufficient time for error detection and correction in the failure case.

Depending on the result type I classify the experiment outcome:

1. **No Effect:** The experiment reached the terminating instruction and the experiments’ output matches the output of an initial fault-free run. In case of an injected fault this means that the fault did not alter visible program behavior.

2. **Silent Data Corruption (SDC):** The program successfully terminated, but the output differs from the initial fault-free run. This happens if a hardware fault modifies the program’s output but does not lead to a visible crash.

3. **Crash:** The experiment terminated, but the terminating instruction pointer or the logged output indicate that the program crashed, for instance by accessing an invalid memory address.

4. **Timeout:** The program did not reach its final instruction and the output does not indicate a user-visible crash. This happens for instance if a hardware fault makes the program get stuck in an infinite loop.
5. **Corrected Error**: When injecting faults while running in ROMAIN, the replication service detected and corrected an error. In the discussion below I furthermore distinguish between two sources of error detection:

(a) **Detection By State Comparison**: All replicas reached their next externalization event and ROMAIN detected a state mismatch.

(b) **Detection By Timeout**: At least one of the replicas did not reach the next externalization event before the first replica’s event watchdog timeout expired.

- **Faulty Execution Time**: I log the number of instructions the faulty replica executes before an error is detected. As we will see in Section 5.2.4, this data is the closest information we can get about error detection latency in a FAIL* setup.

### 5.2.3 Coverage Results

I executed one fault injection campaign for every benchmark and every fault model. In every campaign I first injected faults into the benchmark without protection to get a base distribution of fault outcomes. Thereafter I injected faults into the same benchmark running with ROMAIN in TMR mode. Figure 5.2 shows the distribution of fault types when injecting SEUs into general-purpose registers during the runtime of the benchmarks. Figure 5.3 shows the same distribution when injecting bit flips into application memory. (Single benchmark names represent the native runs. Replicated benchmark results are suffixed with TMR.)

We see crash, timeout, and SDC failures in native execution across all benchmarks. Register SEUs are more likely to lead to crashes, because registers are often used for dereferencing pointers. A bit flip in such a pointer may modify the target address to point into an invalid memory area, leading to an unhandled page fault. A closer look at the native benchmark outcomes confirms that in all campaigns more than 80% of the crashes can be attributed to page faults.

When looking at native memory errors, the CRC32 benchmark stands out as it shows an SDC rate of 97%. This can be explained by the fact that most memory accesses performed by this benchmark target the memory region that a CRC checksum is computed from, because the program does not access any other memory. Hence, bit flips in this area will lead to a diverging checksum and show up as SDC errors.

Comparing the native experiments to the TMR experiments we see that ROMAIN detects and corrects all memory errors and close to all register SEUs. This confirms that ROMAIN works as intended and provides fault tolerant execution to the applications it protects.

I had a closer look at the CRASH errors that appear when injecting faults into the Bitcount, IPC, and Dijkstra benchmarks. In all of these cases, an error is detected by ROMAIN but recovery does not succeed within the bounds of the fault injection experiment. While these experiments are a small fraction of all injections, they still number in the thousands. I manually repeated several of those experiments and in all cases recovery succeeded during my repeated experiments. I conclude that these crashes were only identified as
Figure 5.2: ROMAIN Error Coverage, Fault Model: SEUs in General-Purpose Registers

Figure 5.3: ROMAIN Error Coverage, Fault Model: SEUs in memory accessed by the application
such because the experiments did not run to completion before the timeout of my fault injection experiments triggered.

Nevertheless I show these experiments as crashes in my experiment results, because I did not revalidate all of the experiments. From the results we see that ROMAIN’s error detection rate is 100%. Recovery succeeds in at least 99.6% of the injected register errors and in 100% of the injected memory errors.

The largest fraction of errors are detected by state comparison. Only few errors (less than 10% of the faults in Bitcount, IPC, and CRC32) are found as the result of ROMAIN’s event watchdog expiring. This is contrasted by the Dijkstra benchmark, where most errors are found as the result of a timeout.

In contrast to the other benchmarks, the distance between externalization events in Dijkstra is high, because the program executes the whole path finding algorithm before performing another system call. Hence, the correct replicas execute for a long time before reaching this call. If we now inject a fault and the affected replica fails fast, e.g., by raising a page fault, the replica will then enter the ROMAIN master and wait for the remaining replicas to raise an event. As these replicas still execute for a long time, the faulty replica’s watchdog expires before the correct ones arrive for state comparison. Recovery then finds that no majority of replicas is available, waits for all other replicas and then succeeds in returning the program to a correct state. Hence, these errors are actually corrected by state comparison, but my automated outcome classification tool marked them as “detected by timeout” due to their output.

I repeated the Dijkstra memory experiment with the event watchdog programmed to a timeout three times as high as before. In this case, the correct replicas reach their next externalization event before the faulty replica’s timeout expires. In turn, 93% of the detected errors are then classified as “detected by state comparison.”

All in all 100% error detection and close to 100% correction rates show that ROMAIN achieves its goal of protecting applications against the effects of hardware faults. Note however that these coverages are computed only for code running inside the protected application. While this is in line with all other SWIFT mechanisms I am aware of, it ignores the fact that there are other software components that remain unprotected by ROMAIN. These components include the operating system kernel as well as the ROMAIN master process and I will return to this problem in Chapter 6.

5.2.4 Error Detection Latency

As I explained previously, redundant multithreading trades higher error detection latencies for reduced execution time overhead. We saw in the previous experiments that ROMAIN achieves fault tolerance and we will see in Section 5.3 that the respective execution time overheads are indeed lower than for other non-RMT methods. In this section I now try to estimate ROMAIN’s error detection latency.

One main assumption I make in this thesis is that modern hardware provides a sufficient number of physical processors and that ROMAIN can therefore execute every replica on a dedicated CPU as shown in Figure 5.4.
Three replicas execute concurrently and the ROMAIN master validates their states whenever they execute an externalization event.

Let us now assume that we inject a fault into Replica 1 as indicated in the figure. The replicas will run until their next externalization event, the ROMAIN master will compare their states and flag an error. On a physical computer we can therefore measure the error detection latency as the wall clock time difference between the injection and detection times.

In contrast to physical hardware, FAIL* executes all replicas on a single emulated CPU. Therefore, replicas share this CPU and their execution order will be determined by FIASCOC’s scheduler. Depending on the actual situation, replicas may be scheduled in arbitrary order, such as one of the orderings shown in Figure 5.5. As we see in the figure, the measured wall clock time may vary depending on the chosen schedule and it is therefore difficult to draw any conclusions about error detection latency.

### Figure 5.5: Possible replica schedules in a single-CPU ROMAIN TMR setup.
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However, my instrumentation in FAIL* allows me to measure the number of instructions the faulty replica executes before ROMAIN detects an error and corrects it. Figure 5.6 plots the cumulative distribution function for this faulty execution time for each of my fault injection campaigns. Each plot distinguishes between the results for memory and register SEUs. I furthermore show separate plots for errors that were detected by comparing replica states (□) and errors that were detected due to ROMAIN’s event watchdog (○).

The distributions differ across applications. Every application has a specific offset at which all errors that will be detected by state comparison are found. Bitcount, which performs several system calls during the fault injection experiment, has this offset at around 50,000 instructions. The fairly short IPC benchmark reaches it at 10,000 instructions. In contrast, Dijkstra and CRC32 perform long stretches of computation and therefore only reach this point later (2 million instructions for Dijkstra, 150,000 instructions for CRC32).

The results furthermore show ROMAIN’s event watchdog in action. In the Bitcount, IPC, and CRC32 benchmarks, the rate of errors detected by watchdog timeout jumps from close to zero to 100% at around 500,000 instructions after the injection. This corresponds to the timeout value that I configured for these experiments. We also see that this is not the case for the Dijkstra benchmark. Again, this is caused by the fact that Dijkstra computes for several million cycles before reaching its next externalization event and the timeouts we see in Dijkstra are caused by the faulty replica whose watchdog expires before the correct replicas reach an externalization event.
Figure 5.6: Number of instructions the faulty replica executed before ROMAIN detected an error (CDF over all FI experiments)
Can we Compute Error Detection Latency? If we reconsider concurrently executing replicas as in Figure 5.7, we see that the faulty replica’s execution time is not identical to the error detection latency:

- **ROMAIN** performs state comparison once all replicas reach their next externalization event. As replicas execute in parallel and do not access shared resources in this time, their wall clock execution time is the maximum of the single replica execution times:

\[ t_{\text{max}} = \max(t_{R1}, t_{R2}, t_{R3}) \]

- The error detection latency needs to additionally incorporate the time \( t_{\text{Master}} \) that the master process requires to perform replica state comparison as well as the time \( t_{\text{Kernel}} \) that is spent inside FiASCO.OC for processing scheduling interrupts as well as delivering replica events to the master process.

The error detection latency can therefore be expressed as

\[ t_{\text{detect}} = t_{\text{max}} + t_{\text{Master}} + t_{\text{Kernel}} \]

Calculating this latency requires proper measurements or analysis of the respective components. Such an analysis is out of scope of my thesis, but appears to be an interesting direction for future research. I would like to provide two starting points for this research here:

1. In order to determine \( t_{\text{max}} \), we need to measure the maximum time it may take a correct replica to execute before reaching its next externalization event. This time provides a lower bound for when the next replica state comparison will set in. As replicas execute independently on different cores and do not access any shared state between these events, such an analysis will be similar to traditional worst case execution time (WCET) analysis.\(^{25}\)

2. In addition to \( t_{\text{max}} \), we furthermore need to incorporate \( t_{\text{Master}} \) and \( t_{\text{Kernel}} \). These components can first be determined using separate WCET analyses of the respective components. The replicas, the master, and the operating system kernel can then be modeled as a sequence of fork-join parallel tasks. Axer showed that it is possible to perform a response time analysis for this class of tasks.\(^{26}\)

**SUMMARY:** I performed fault injection experiments to analyze ROMAIN’s error coverage. Injecting SEUs into memory and general-purpose registers I found that ROMAIN detects 100% of the errors in a replicated application and is able to recover from more than 99.6% of these errors.

I furthermore explored opportunities to analyze error detection latency. My fault injection experiments show that replicas, depending...
on the actual application, execute several thousands up to several
millions of instructions before an error is detected. Actual determi-
nation of error detection latencies bears similarities with worst-case
execution time analysis and is left as an open issue for future work.

5.3 Runtime and Resource Overhead

Having shown that \textsc{rmain} achieves its goal of detecting and correcting
hardware errors before they lead to application failure, I now investigate the
time characteristics of the replication service. I use the SPEC CPU 2006
and SPLASH2 benchmark suites to evaluate replication overhead. Thereafter
I measure the slowdown \textsc{rmain} introduces when replicating a shared-
memory application and show that the time needed for error recovery is
dominated by the replica’s memory footprint.

5.3.1 Test Machine and Setup

All experiments in this section are executed on a machine with 12 physical
Intel Xeon X5650 CPU cores running at 2.67 GHz. The cores are distributed
across two sockets with six cores each. Each socket has a 12 MiB L3 cache
shared among all cores. Each core has 256 KiB local L2 cache. I turned
off Hyperthreading, TurboBoost, and dynamic frequency scaling in order to
obtain reproducible results.

On the test machine I run 32-bit versions of the \textsc{fiasco} OC microkernel,
\textsc{l4re}, \textsc{rmain}, and the respective benchmarks. Therefore, the available
memory for my experiments is limited to 3 GiB. All software was compiled
with a recent version of GCC (Debian 4.8.3).

I assume a single-fault model, where at most one erroneous replica exists at
a single point in time. As I explained before, we need two replicas to detect an
error, and three replicas to also provide error correction in such a scenario.\footnote{Fred B. Schneider. Implementing Fault-
Tolerant Services Using the State Machine
Approach: A Tutorial. \textit{ACM Computing Sur-
veys}, 22(4):299–319, December 1990} I therefore measure execution times for \textsc{rmain} running two and three
replicas of an application. I compare these results to native execution of the
same application on top of \textsc{l4re}. In addition to that, I also measure the
execution time of \textsc{rmain} running a single replica. While this does not give
any benefit in terms of fault tolerance, this benchmark allows us to estimate
the overhead of \textsc{rmain}’s mechanism to intercept externalization events.

I configured all runs (native and replicated) so that every thread executes
on a dedicated physical CPU. No background workload interfered with the
experiment runs. The results therefore represent the best possible execution
time we can achieve on top of \textsc{rmain}.

5.3.2 Single-Threaded Replication: SPEC CPU 2006

I analyze \textsc{rmain}’s execution time overhead for replicating single-threaded
applications using the SPEC CPU 2006 benchmark suite. SPEC CPU is
a computation-heavy suite that does not intensively communicate with the
operating system or other applications. The programs are nevertheless rep-
resentative for common use cases, such as video decoding, spam filtering,
image processing, and computer gaming.
Benchmark Coverage and Methodology  

SPEC CPU 2006 consists of 29 benchmark programs. ROMAIN is able to replicate 19 of them. The remaining benchmarks either do not work on L4Re at all (2 benchmarks) or acquire too many resources so that replicating them is infeasible on a 32-bit system (8 benchmarks):

- The 453.povray benchmark requires a working UNIX system providing the \texttt{fork()} and \texttt{system()} functions. These are not available on L4Re.
- The 483.xalancbmk uses a deprecated feature of the C++ Standard Template Library (\texttt{std::stringstream}), which is not provided by L4Re’s version of this library.
- As explained in the previous section, the setup I used for my benchmarks is only able to address 3 GiB of memory. This memory needs to suffice for the microkernel, the L4Re resource managers, the ROMAIN master, and the respective benchmarks. While this is enough to run a single instance of each benchmark, some SPEC CPU programs allocate so much memory that there is not enough left to run a second or third replica of this application. Under these circumstances, the 410.bwaves, 434.zeusmp, and 450.soplex benchmarks were only able to run as a single replica on top of ROMAIN. The 403.gcc, 436.cactusADM, 447.dealII, 459.GemsFDTD, and 481.wrf benchmarks were only able to run up to two replicas and failed to allocate sufficient memory for a third instance.

I executed each benchmark in four modes: natively, and with ROMAIN running one, two, and three replicas. In each mode I executed five iterations of each benchmark and computed the average benchmark execution time over these runs. The standard deviation across all modes was below 1%, except for 433.milc (8.24%), 454.calculix (5.65%), 465.tonto (1.8%), 481.wrf (6.64%), and 482.sphinx3 (1.1%).

Benchmark Results  

Figure 5.8 shows the execution time overheads for those benchmarks that ROMAIN was completely able to replicate. The results are normalized to native execution of the benchmark on L4Re and constitute averages over five benchmark runs each. For these 19 benchmarks the geometric mean overhead for running a single replica in ROMAIN is 0.3%. The overhead for double-modular redundancy is 6.4%, and the overhead for triple-modular redundancy is 13.4%.

Remember that these results represent the best-case overhead: all replica threads run on dedicated CPUs with no background load. While the results therefore might appear overly optimistic for real-world deployments, I argue that future hardware platforms are likely to come with an abundant amount of CPUs and therefore running replicas on their own CPUs is feasible. However, computer architects have suggested that such platforms might not be able to power all CPUs at the same time. Therefore, consolidating replicas onto fewer processors while maintaining acceptable overheads is an interesting area for future research.

Figure 5.9 on the next page shows the benchmark results for those benchmarks that were only able to run one or two replicas. If we incorporate these additional results into the overhead calculation, running a single replica in ROMAIN increases execution time by 1.8%. Running two replicas adds 7.3%
execution time, whereas triple-modular redundancy remains at a normalized overhead of 13.4%.

Is There a Connection Between Overhead and Master Invocations? In the experiment results we see that some SPEC CPU benchmarks have close to no overhead even when we replicate them, whereas other benchmarks show high overheads. My first intuition to explain the cause of overheads was to look at ROMAIN’s internals: the master process is invoked whenever a replica raises an externalization event. Hence, benchmarks with more externalization events should have higher overheads.

To validate this intuition I counted the externalization events (system calls and page faults) for each benchmark and normalized these counts to the benchmarks’ native execution time. Figure 5.10 on the following page plots replication overhead as a function of this normalized event rate. I highlight the eight benchmarks with the largest replication-induced execution time overheads. There appears to be a general trend that higher event rates also lead to higher execution time overheads. However, there are also exceptions, which require further investigation.
465.tonto and 400.perl are the benchmarks with the highest externalization event rates. Nevertheless, 400.perl shows significantly lower execution time overhead due to replication. Closer investigation into these two benchmarks reveals that they differ in the types of externalization events they raise. 400.perl performs a large amount of IPC calls to an external log server as it writes data to the standard output. In contrast, 465.tonto dominantly allocates and deallocates memory regions. As I explained in Section 3.4.1, IPC messages are simply proxied by the ROMAIN master. Unlike IPC messages, memory management requires more work at the master’s side, because the master needs to maintain per-replica memory copies as I described in Section 3.5.2. Therefore, replicating 465.tonto is more expensive than replicating 400.perl.

**The Effect of Caches on Replication Overhead** The second interesting result from Figure 5.10 is that the 429.mcf, 437.leslie3d and 470.lbm benchmarks have relatively high replication overheads even though their rate of externalization events is low. My first suspicion was that these benchmarks perform special system calls that require costly handling in the master process. To substantiate this suspicion I measured the time these applications spent in user and master code during replicated execution.

Figure 5.11 on the facing page compares the normalized execution times of the eight SPEC benchmarks with the highest execution time overheads. The figure also shows the ratio of user code execution (■) versus master execution ( ). We see that different classes of benchmarks exist:

1. The 400.perl and 465.tonto benchmarks have nearly constant user execution time while their master execution time increases with increasing number of replicas. Their overhead is therefore explained by additional execution within the master process and these benchmarks confirm the initial intuition.

2. 429.mcf, 437.leslie3d, 470.lbm, 473.omnet++, and 482.sphinx3 spend nearly all their time executing application code. Their execution
time increases with increasing number of replicas, but this increase cannot be attributed to master execution. My initial intuition is not true for these benchmarks.

3. **433.milc** shows signs of both effects. Its user execution time increases with increasing replicas, but most of the replication overhead still comes from increased time spent executing ROMAIN master code.

![Figure 5.11: SPEC CPU: Breakdown of user vs. master ratio of overhead](image)

The fact that replication-induced execution time overheads mainly appear in user code indicates that these overheads may have hardware-level causes. I used hardware performance counters available in the test machine to analyze the last-level cache miss rate of each benchmark. Table 5.2 shows the total number of last-level cache misses when running one, two, and three replicas as well as the relative increase of cache misses in comparison to single-replica execution. We see that the cache miss rates increase manifold when running multiple replicas.

For the **433.milc** and **465.tonto** benchmarks this increase in cache misses is a result of master interaction. Whenever the applications raise an externalization event, we switch to the ROMAIN master process. As the master’s address space is disjoint from the replica address space, caches need to be flushed during this context switch. This leads to increased last-level cache misses, because after switching back to the benchmark previously cached data needs to be read from main memory again.

The increased cache miss rates also explain increased overheads for the other SPEC benchmarks. Here, the miss rates rise because multiple instances of the same application compete for the L3 cache, which can only fit 12 MiB of data. Hence, where a single replica can still use all of this cache, three replicas need to share the cache. In the best case this leaves only 4 MiB of L3 cache for each replica.
Table 5.2: Last-Level (L3) Cache Miss Rates (Misses per second of execution time) for eight SPEC CPU benchmarks. Miss rates are normalized to single-replica execution time.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Single Replica</th>
<th>Two Replicas (vs. single replica)</th>
<th>Three Replicas (vs. single replica)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400.perl</td>
<td>0.5 × 10^6</td>
<td>2.9 × 10^6 (x 5.3)</td>
<td>4.6 × 10^6 (x 8.44)</td>
</tr>
<tr>
<td>429.mcf</td>
<td>9.87 × 10^6</td>
<td>15.6 × 10^6 (x 1.6)</td>
<td>19.44 × 10^6 (x 1.99)</td>
</tr>
<tr>
<td>433.milc</td>
<td>14.14 × 10^6</td>
<td>14.77 × 10^6 (x 1.04)</td>
<td>19.1 × 10^6 (x 1.35)</td>
</tr>
<tr>
<td>437.leslie3d</td>
<td>5.49 × 10^6</td>
<td>7.34 × 10^6 (x 1.34)</td>
<td>8.46 × 10^6 (x 1.54)</td>
</tr>
<tr>
<td>465.tonto</td>
<td>0.07 × 10^6</td>
<td>0.58 × 10^6 (x 7.99)</td>
<td>0.96 × 10^6 (x 13.28)</td>
</tr>
<tr>
<td>470.lbm</td>
<td>3.11 × 10^6</td>
<td>6.9 × 10^6 (x 2.22)</td>
<td>11.48 × 10^6 (x 3.69)</td>
</tr>
<tr>
<td>471.omnet++</td>
<td>5.2 × 10^6</td>
<td>7.97 × 10^6 (x 1.53)</td>
<td>8.59 × 10^6 (x 1.65)</td>
</tr>
<tr>
<td>482.sphinx3</td>
<td>0.19 × 10^6</td>
<td>4.93 × 10^6 (x 26.51)</td>
<td>9.42 × 10^6 (x 50.65)</td>
</tr>
</tbody>
</table>

Given my observations I hypothesize that the SPEC benchmarks in question are cache-bound. Replicating them reduces the available cache per replica and thereby impacts execution time even for benchmarks that do not heavily interact with the ROMAIN master. Apart from my measurements, this hypothesis is supported by a similar analysis by Harris and colleagues.29

Better Performance Using Reduced Cache Miss Rates I demonstrated in Section 4.3.4 that replication overhead can be reduced by placing replica threads on the same CPU socket. This happened because this way of placing replicas reduced the cost of synchronization messages that are sent between replicas for every externalization event. It turns out that this optimization only benefits communication-intensive applications, such as the microbenchmark I used to evaluate multithreaded replication. In contrast, my analysis in this section indicates that this strategy might not be ideal for cache-bound applications, such as at least some of the SPEC CPU benchmarks.

Given the test machine described in Section 5.3.1, forcing all replicas to run on the first socket and share an L3 cache leaves the second socket with an additional 12 MiB of cache completely unused. If my hypothesis is true, distributing replicas across all sockets should reduce replication overhead by doubling the amount of available L3 cache. To confirm this theory, I adapted ROMAIN’s replica placement algorithm as shown in Figure 5.12: I now place the first and third replica of an application on socket 0, whereas the second replica always runs on socket 1.

Using this adjusted setup, I repeated my experiments for the eight SPEC benchmarks in question and show the improved execution time overheads in Figure 5.13 on the next page. The numbers in the figure show the relative improvement for the given setup compared to the execution times shown in Figure 5.8 on page 111.

We see that cache-aware CPU assignment reduces replication overhead for five of the eight benchmarks. Running two replicas is nearly as cheap as running a single one, because the second replica uses a dedicated L3 cache and does not interfere with the first replica. The exceptions to this observation are once again 433.milc and 465.tonto, whose overheads do not differ from the previous runs. This confirms the assumption that these benchmarks...
are dominated by interactions with the ROMAIN master instead of suffering from cache thrashing.

**SUMMARY:** ROMAIN provides efficient replication for single-threaded applications. Based on measurements using the SPEC CPU 2006 benchmark suite, the geometric mean overhead for running two replicas is 7.3%. Three replica instances lead to an overhead of 13.4%.

In addition to interaction with the ROMAIN master process, cache utilization has a major impact on replication performance. While a single application instance may fit its data into the local cache, running multiple instances may exceed the available caches. This problem may be mitigated by cache-aware placement of replicas on CPUs.

### 5.3.3 Multithreaded Replication: SPLASH2

The SPEC CPU benchmarks I used in the previous section are all single-threaded and hence do not leverage ROMAIN’s support for replicating multithreaded applications that I introduced in Chapter 4. To cover such programs with my evaluation, I evaluate ROMAIN’s overhead using the SPLASH2 benchmark suite.\(^{30}\) As previous research found, these benchmarks contain data races\(^ {31}\) and thereby violate my requirement that multithreaded applications need to be race-free in order to replicate them. I therefore analyzed these benchmarks using Valgrind’s data race detector\(^ {32}\) and removed data races from the Barnes, FMM, Ocean and Radiosity benchmarks.\(^ {33}\)

I compiled the benchmarks using cooperative determinism provided by the replication-aware libpthread_rep library I introduced in Section 4.3.5. Figure 5.14 shows the execution time overheads for these benchmarks running with two application threads normalized to native execution without ROMAIN. The geometric mean overheads are 13% for double-modular redundant execution and 24% for triple-modular redundant execution.

These overheads become higher if we run four application threads in each benchmark. The overheads, shown in Figure 5.15, are 22% for DMR execution and 65% for TMR execution.

Investigating the sources of overhead I found similar causes as for single-threaded replication. FMM, Ocean, FFT, and Radix allocate a significant

---


\(^{33}\) I make the respective patches available at [http://tudos.org/~doebel/emsoft14](http://tudos.org/~doebel/emsoft14).
amount of memory and the measurements show that most of their overhead comes from the initialization phase where these memory resources are allocated. These benchmarks also measure their compute times without initialization. For these measurements the data shows TMR overheads of less than 5% with two worker threads and less than 10% with four worker threads.

The **Barnes** benchmark is interesting because it has fairly low overhead when replicating the version using two worker threads, but shows drastic increases in overhead when running four workers. Throughout its execution, the benchmark touches nearly 900 MiB of memory and therefore three replicas use most of the available RAM in the test computer. I measured the L3 cache miss rates of each benchmark run and found that the total number of L3 misses across all cores and replica threads is identical when running a single replica of the two-worker and the four-worker versions. However, when running three replicas, the two-worker version doubles its L3 miss rate whereas the four-worker version’s L3 miss rate multiplies by five. This effect explains part of the huge overhead of the **Barnes** benchmark with four worker threads.

The same findings cannot however not be applied to the **Radiosity**, **Raytrace**, and **Water** benchmarks. They show high replication-induced overheads even though their memory footprint is low – they use only around 40 MiB of memory. I suspected concurrency to be the replication bottleneck and therefore measured the rate of lock/unlock operations all benchmarks perform when executing natively with two threads. I show these rates in Table 5.3.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Lock Operations per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiosity</td>
<td>13,300,000</td>
</tr>
<tr>
<td>Barnes</td>
<td>1,455,000</td>
</tr>
<tr>
<td>FMM</td>
<td>1,040,000</td>
</tr>
<tr>
<td>Water</td>
<td>850,000</td>
</tr>
<tr>
<td>Raytrace</td>
<td>451,000</td>
</tr>
<tr>
<td>Volrend</td>
<td>169,000</td>
</tr>
<tr>
<td>Ocean</td>
<td>7,100</td>
</tr>
<tr>
<td>FFT</td>
<td>141</td>
</tr>
<tr>
<td>LU</td>
<td>75</td>
</tr>
<tr>
<td>Radix</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 5.3: Rate of lock operations for the SPLASH2 benchmarks executing natively with two worker threads
We see that the benchmarks in question are among the ones with the highest rates of lock operations. I therefore attribute the overheads of these benchmarks to their lock ratio. Note that the Barnes and FMM benchmarks are also in the group with high lock rates, but in their case locking-induced overheads and memory-related overheads overlap.

Figure 5.16 shows the reason lock operations imply overhead. We see three replicas with two threads each that compete for access to a lock L. In the example $R_{1,1}$ executes the lock acquisition first and therefore becomes the lock owner as explained in Section 4.3.5. This lock ownership ensures that replicas $R_{2,1}$ and $R_{3,1}$ from the same thread group will also acquire the lock even though from the perspective of timing replicas $R_{2,2}$ and $R_{3,2}$ reach the respective lock operation first.

Using this approach, ROMAIN ensures deterministic execution of multithreaded replicas. However, the example shows that this mechanism also reduces concurrency, because replicas $R_{2,2}$ and $R_{3,2}$ have to wait even though they could enter their critical section in the native case. This situation may occur at any replicated lock operation and is more likely to happen if the replica performs more lock operations. Hence, lock-intensive applications show higher replication-induced overheads and these overheads increase with more replicated threads.

For completeness, I also show the execution time overheads when running the benchmarks using enforced determinism, which I introduced in Section 4.3.3 and which reflects every lock operation as an externalization event to the master. Figure 5.17 shows the execution time overheads when running SPLASH2 with two worker threads. We see that this approach enlarges the overheads we observed for cooperative determinism.
SUMMARY: The execution time overhead of ROMAIN for replicating multithreaded applications is higher than for single-threaded ones. Using the SPLASH2 benchmark suite as a case study I showed that in addition to the previously measured overhead sources (system calls and memory effects), multithreaded applications also suffer from replication overhead due to their lock density. High lock densities are known to be a scalability bottleneck in concurrent applications and replication magnifies this effect as replicas have to wait for each other in order to deterministically acquire locks.

5.3.4 Application Benchmark: SHMC

In Section 3.6 I showed that ROMAIN also supports replicating applications that require access to memory regions shared with other processes. In contrast to replica-private memory, these accesses must be intercepted by the master process as these operations constitute externalization events as well as input to the replicas.

I evaluate shared-memory performance overhead using a worst-case scenario depicted in Figure 5.18. Two applications, a sender and a receiver, share a 512 KiB shared memory channel. The sender uses L4Re’s packet-based shared memory ring buffer protocol, SHMC, to send 400 MiB of payload data to the receiver. The receiver only reads the data and does no processing on it. The scenario therefore evaluates the best possible throughput we can achieve in such a scenario.

I executed the benchmark natively on L4Re and varied the packet size used by the SHMC protocol from 32 bytes up to 2,048 bytes. Every packet going through the channel requires additional work by the protocol implementation. Hence, increasing the packet size will also increase SHMC channel throughput because the implementation needs to perform less management work.
I then replicated the sender application using ROMAIN and performed the same variation in packet size as in the native case. Figure 5.19 shows the obtained throughputs, distinguishes between the two shared memory interception solutions (trap & emulate and copy & execute) I presented in Section 3.6 and relates them to the results for native execution.

![Graph of throughput achieved when replicating an application transmitting data through a shared-memory channel.](image)

The results show that replicating shared-memory accesses is costly. While native execution achieves throughputs between 55 MiB/s (32 byte packets) and 1.7 GiB/s (2,048 byte packets), replicated shared memory accesses are 2 orders of magnitude slower. Trap & emulate replication achieves throughputs between 110 KiB/s (32 byte packets) and 14.7 MiB/s (2,048 byte packets) for three replicas. Copy & execute – which avoids using an instruction emulator to perform memory accesses – performs significantly better and achieves 520 KiB/s for 32 byte packets and 33.5 MiB/s for 2,048 byte packets.

In both native and replicated execution increasing the packet size also increases throughput. I inspected the protocol closer and found that for every packet, SHMC performs 23 shared-memory accesses. One of these accesses is a rep movs instruction for which we saw in Section 3.6 that its overhead is negligible. The remaining 22 memory accesses are however random accesses to SHMC’s management data structures. Handling such instructions is expensive and explains why the replication-induced overhead for small packets is higher (factor 100 for copy & execute TMR) than for larger packets (factor 50 for copy & execute TMR).

**SUMMARY:** While ROMAIN is capable of replicating applications that use shared memory, replication will significantly slow down these applications.
5.3.5 The Cost of Recovery

As a next experiment I investigated the cost of recovering from a detected error. For this purpose I executed those benchmarks on my test machine that I used for fault injection experiments in Section 5.2. I randomly selected ten injections into general purpose registers that lead to a detected error in my previous experiments and injected those errors manually during native execution using a special ROMAIN fault injection observer. I injected one such error into every benchmark run and repeated each injection ten times to compute an average of the time it took ROMAIN to perform recovery after the error had been detected. Figure 5.20 shows the averages I observed.

Recovering from an error in ROMAIN consists of bringing the register states and memory content of all replicas into an identical state. This process is dominated by the cost of memory recovery. Returning architectural registers into the same state cost around 700 CPU cycles in every experiment and I do not show this in the plot. The remaining thousands to millions of cycles are spent correcting memory content. As I described in Section 3.5, the ROMAIN master process has access to all memory of the replicas. Hence, this part of the recovery process maps to a set of memcpy operations from a correct into a faulty replica.

I suspected that the difference in recovery times we see across the benchmarks is related to the amount of memory these benchmarks consume. Two facts support this hypothesis:

1. In my setup, Bitcount consumes 192 KiB of memory, CRC32 consumes 434 KiB, Dijkstra uses 1.3 MiB and the IPC benchmark allocates 3.4 MiB. This is reflected by the respective recovery times.

2. The Dijkstra and IPC benchmarks show a large standard deviation. This is due to the fact that in each of those two experiments, one out of the ten injections constantly showed much lower recovery times (60,000 cycles vs. 350,000 cycles (Dijkstra) and 1.8 million cycles (IPC)) than the remaining 9 runs. In both cases, the fast recovery runs stem from faults that were injected early within the benchmark’s main() functions, that is before the benchmarks allocate all their memory. Hence, recovery does not need to copy as much data as in the remaining runs.

To further validate that recovery time is dominated by copying memory content, I created another microbenchmark: An application allocates a memory buffer and touches all data in this buffer once, so that the ROMAIN master has to map the memory pages into all replicas of the program. Thereafter, I flip a bit in the first replica, which is detected and corrected by the ROMAIN master.

I varied the buffer size from 1 MiB to 500 MiB, executed ten fault injection runs for each size, and plot the average recovery times and the resulting recovery throughput in Figure 5.21. The standard deviations in this experiment were below 0.1% and are therefore not plotted. We see that recovery time grows linearly with the replicated application’s memory footprint and even recovering a replicated application with 500 MiB of memory is done within 130 ms. This forward recovery mechanism is extremely fast compared to traditional checkpoint/rollback mechanisms. For instance, DMTCP reports...
a restart overhead between one and four seconds for a set of application benchmarks.34 Note that this advantage in recovery speed is not a special feature of ROMAIN, but is inherent to all replication-based approaches that provide forward recovery.

Recovery throughput – that is the amount of memory recovered per second – is high for buffer sizes below 4 MiB. Remember, my test machine has 12 MiB of last-level cache per socket. When running three replicas with a memory footprint of up to 4 MiB, this data fits into the L3 cache and in fact it is prefetched into this cache because the benchmark touches all memory before injecting a fault. For larger footprints, recovery becomes memory-bound. The larger the footprint becomes, the closer recovery throughput gets to around 3.8 GiB/second. I measured the theoretical optimum for `memcpy()` on my test machine to be 4.5 GiB/second. The difference to recovery throughput comes from the fact that ROMAIN’s recovery does not copy a single continuous space of memory, but several smaller ones.

![Graph showing recovery time and throughput depending on application memory footprint](image)

**Summary:** ROMAIN provides forward recovery by majority voting. Recovery times relate linearly to the replicated application’s memory footprint. Forward recovery takes place in few milliseconds whereas state-of-the-art backward recovery may take an order of magnitude more time.

### 5.4 Implementation Complexity

ROMAIN adds complexity in terms of source code to FIASCO.OC’s L4 Runtime Environment. I measure this complexity by giving the source lines of code (SLOC) required to implement the features described in this thesis. I used David A. Wheeler’s `sloccount`35 to evaluate these numbers for ROMAIN and show the results in Table 5.4.

![Graph showing recovery time and throughput depending on application memory footprint](image)

The two components required to implement replication as an OS service are the ROMAIN master process (7,124 SLOC) and the replication-aware `libpthread` library (756 SLOC). I furthermore categorized the master process’ code into five categories to gain more insight into where implementation complexity originates from:

34 Jason Ansel, Kapil Arya, and Gene Cooperman. DMTCP: Transparent Checkpointing for Cluster Computations and the Desktop. In 23rd IEEE International Parallel and Distributed Processing Symposium, Rome, Italy, May 2009

35 [http://www.dwheeler.com/sloccount](http://www.dwheeler.com/sloccount)
1. **Replica Infrastructure** subsumes code for loading an application binary during startup, creating the respective number of replicas and maintaining each replica’s memory layout.

2. **Fault Observers** lists the implementation complexity of the specific event observers I introduced in Section 3.3. While most observers are fairly small and comprehensible, system call handling and the implementation of deterministic locking are substantially more complex. Observers for debugging replicas are available as well but can be disabled at compile time to reduce complexity.

3. **Event Handling** includes all code to intercept replicas’ externalization events and perform error detection and recovery using majority voting.

4. **Shared Memory Interception** comprises the implementations of replicated shared memory access I described in Section 3.6. The table shows that the source code complexity for implementing each interception method (trap & emulate and copy & execute) in **ROMAIN** is about the same. Note however, that the trap & emulate approach requires an additional x86 disassembler library. For this purpose I used the **libudis86** disassembler, which adds another 2,187 lines of code to the implementation.

5. **Runtime Support** includes all remaining code, such as master startup and logging. This runtime support furthermore includes Martin Kriegel’s implementation of a hardware watchdog to bound error detection latencies as described in Section 3.8.2.

<table>
<thead>
<tr>
<th><strong>ROMAIN Component</strong></th>
<th><strong>SLOC</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Master</strong></td>
<td>7,124</td>
</tr>
<tr>
<td>Replica Infrastructure</td>
<td>2,652</td>
</tr>
<tr>
<td>Binary Loading</td>
<td>385</td>
</tr>
<tr>
<td>Replica Management</td>
<td>1,484</td>
</tr>
<tr>
<td>Memory Management</td>
<td>783</td>
</tr>
<tr>
<td>Fault Observers</td>
<td>1,962</td>
</tr>
<tr>
<td>Observer Infrastructure</td>
<td>190</td>
</tr>
<tr>
<td>Time Input</td>
<td>112</td>
</tr>
<tr>
<td>Trap Handling</td>
<td>82</td>
</tr>
<tr>
<td>Debugging</td>
<td>438</td>
</tr>
<tr>
<td>Page Fault Handling</td>
<td>186</td>
</tr>
<tr>
<td>Locking</td>
<td>430</td>
</tr>
<tr>
<td>System Calls</td>
<td>524</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>ROMAIN Component</strong></th>
<th><strong>SLOC</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Event Handling</td>
<td>511</td>
</tr>
<tr>
<td>Shared Memory Int.</td>
<td>950</td>
</tr>
<tr>
<td>Common</td>
<td>378</td>
</tr>
<tr>
<td>Trap &amp; emulate</td>
<td>262</td>
</tr>
<tr>
<td>Copy &amp; execute</td>
<td>310</td>
</tr>
<tr>
<td>Runtime Support</td>
<td>1,049</td>
</tr>
<tr>
<td>Startup, Logging</td>
<td>562</td>
</tr>
<tr>
<td>Hardware Watchdog</td>
<td>487</td>
</tr>
</tbody>
</table>

Table 5.4: **ROMAIN**: Source Lines of Code

#### 5.5 Comparison with Related Work

With the experiments in this chapter I demonstrated that **ROMAIN** provides an operating system service that efficiently detects and recovers from hardware-induced errors in binary-only user applications. I now compare **ROMAIN** to other software-implemented fault tolerance techniques. I do not compare against hardware-level techniques as a major point in software-based fault tolerance methods is to avoid custom hardware features and solely work
using software primitives. For the comparison I selected ROMAIN and five additional mechanisms that provide this property:

1. **Software-Implemented Fault Tolerance (SWIFT)** is a compiler technique that duplicates operations using different hardware resources (such as registers) and compares the results of these operations to detect errors.\[36\]
2. **Encoding Compiler – ANB (EC-ANB)** is a compiler that arithmetically encodes operands and control flow of an instrumented program.\[37\] This approach provides higher error coverage than SWIFT.
3. **Process-Level Redundancy (PLR)** pioneered the idea of using operating system processes as the sphere of replication, which ROMAIN builds upon.\[38\]
4. **Efficient Software-Based Fault Tolerance on Multicore Platforms (EFTMP)** provides applications with a set of system call wrappers and a replication-aware deterministic thread library to support replication of multithreaded applications.\[39\]
5. **Runtime Asynchronous Fault Tolerance (RAFT)** improves the speed of PLR by speculatively executing system calls instead of waiting for all replicas to reach their next system call for state comparison.\[40\]

Table 5.5 summarizes the comparison between ROMAIN and these other mechanisms. The numbers and properties shown in the table are taken from the scientific papers and this thesis respectively. I explain the different points in more detail below.

<table>
<thead>
<tr>
<th></th>
<th>Compiler-Based Approaches</th>
<th>Replication-Based Approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SWIFT</td>
<td>EC-ANB</td>
</tr>
<tr>
<td>Covers Memory Errors</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Covers Processor SEUs</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Error Coverage</td>
<td>&gt;92%</td>
<td>&gt;99%</td>
</tr>
<tr>
<td>Recovery Built In</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Memory Overhead</td>
<td>1x</td>
<td>2x</td>
</tr>
<tr>
<td>Exec. Overhead, Single</td>
<td>41%</td>
<td>2x - 75x</td>
</tr>
<tr>
<td>Support for Multithreading</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Exec. Overhead, Multithreading</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Source Code Required</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ROMAIN</td>
</tr>
<tr>
<td>Covers Memory Errors</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Covers Processor SEUs</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Error Coverage</td>
<td>100%</td>
<td>Unknown</td>
</tr>
<tr>
<td>Recovery Built In</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Memory Overhead</td>
<td>2x</td>
<td>2x</td>
</tr>
<tr>
<td>Exec. Overhead, Single</td>
<td>41%</td>
<td>2x - 75x</td>
</tr>
<tr>
<td>Support for Multithreading</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Exec. Overhead, Multithreading</td>
<td>Not supported</td>
<td>&lt; 18%</td>
</tr>
<tr>
<td>Source Code Required</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 5.5: Comparison of ROMAIN and other software fault tolerance methods
Note that a direct comparison of overhead numbers and coverage rates is not always possible: SWIFT was for instance implemented on the Itanium architecture whereas all other tools were implemented for x86. Error coverage rates were computed from different kinds of experiments: SWIFT, PLR, and RAFT used a similar random sampling approach and injected several thousands of bit flips into application memory, general purpose and control registers. EC-ANB used a custom fault injector that modified computations, operators, and memory operations at runtime. ROMAIN’s was tested by injecting errors into memory and general purpose registers using the FAIL* framework.

Error Coverage and Recovery All mechanisms in this comparison support detection of SEUs in the processor, such as incorrect computations, register SEUs, and control flow errors. With the exception of SWIFT and EFTMP, all mechanisms furthermore support detection of memory errors. SWIFT explicitly rules out memory errors and requires ECC-protected RAM. EFTMP simply ignores the fact that it is not safe against memory errors as I explained in Section 4.2.

In contrast to all other mechanisms, PLR and ROMAIN support recovery from errors using majority voting as a built-in feature. This feature is paid for with a higher memory overhead, because at least three instances of a replica need to be maintained to allow voting. All other mechanisms rely on orthogonal methods for recovery, such as a working checkpointing mechanism, to be available. Using such recovery methods will lead to additional overheads (e.g., for taking checkpoints and re-executing from the last checkpoint during recovery) that are not included in the overhead numbers provided by the respective authors.

Overheads SWIFT is the only mechanism in this analysis that does not require additional memory. As explained before, PLR and ROMAIN multiply memory consumption by the number of replicas they are running. EC-ANB doubles the amount of memory because it transforms all 32-bit data words into 64-bit encoded data. EFTMP and RAFT run two replicas of an application and hence require double the amount of memory.

All mechanisms except EC-ANB have execution time overheads between 5% and 41% when running single-threaded benchmarks. ROMAIN’s 13% overhead for running three replicas is competitive and has the advantage of providing forward recovery.

ROMAIN was evaluated on top of FIASCO.OC whereas the other mechanisms were analyzed on Linux. These systems differ in the type of externalization events that need to be handled, which may impact execution time overheads. However, Florian Pester’s Linux version of ROMAIN, which I mentioned in Section 3.3, shows similar overheads (16.3% for TMR execution) for the same benchmarks (SPEC CPU 2006) on the same test machine that I used for my evaluation.41

Supported Applications Only EFTMP and ROMAIN support protection of multithreaded applications. SWIFT and EC-ANB do not discuss this problem and have not been evaluated using multithreaded benchmarks. PLR and RAFT

explicitly rule out replication of multithreaded programs for their prototypes. EFTMP provides lower runtime overheads than ROMAIN. However, as I pointed out above, ROMAIN covers a wider range of hardware errors and provides forward recovery.

As a last point of comparison, compiler-based solutions, such as SWIFT and EC-ANB, require the whole source code of the protected application to be recompiled. External binary code, such as the standard C library, remains unprotected by these mechanisms. In contrast, PLR and RAFT use binary recompilation to protect complete application binaries. EFTMP protects applications by requiring them to use a custom-designed \texttt{libpthread} library. ROMAIN avoids expensive recompilation by running at the operating system level and leveraging Fiasco.OC’s virtualization support to intercept externalization events.

**SUMMARY:** ROMAIN combines the advantages of other software-implemented fault tolerance mechanisms and addresses their deficiencies:

- ROMAIN protects binary-only applications and does not require source code availability in contrast to compiler-based solutions.
- ROMAIN protects both single-threaded and multithreaded applications against CPU and memory errors, whereas most other mechanisms were only tested using single-threaded workloads.
- ROMAIN provides built-in forward recovery using majority voting, while most other techniques only allow for error detection. As a matter of flexibility, ROMAIN can however also be executed in error detection mode, which reduces its overhead, but in turn requires the combination with an external error recovery mechanism, such as application-level checkpointing.

While ROMAIN provides efficient and flexible error detection and recovery for unmodified user-level applications, there is a remaining drawback that my solution shares with most other software fault tolerance mechanisms: They only protect application code and do not detect and recover from errors in the fault-tolerant runtime or the underlying operating system kernel. This is a serious problem, because those components are crucial for the correct functioning of the whole system. I will therefore continue my thesis with an investigation of this Reliable Computing Base.
Who Watches the Watchmen?

At several points in the previous chapters we realized that Romain relies on specific hardware and software features to function correctly. Protecting this Reliable Computing Base (RCB) remains an open issue. In this chapter I argue that every software-implemented fault tolerance mechanism has a specific RCB and investigate what constitutes Romain’s RCB. After having a closer look at what constitutes the RCB, I present three case studies which future work may extend in order to achieve full system protection.

1. As the OS kernel is the largest part of Romain’s RCB, I first study the vulnerability of the FiAsCo.OC microkernel to understand how RCB code reacts to hardware faults and give ideas about how the kernel can be better protected.

2. Thereafter, I investigate how current hardware trends can lead to an architecture providing a mixture of reliable and less reliable CPU cores and how the ASTEROID OS architecture can benefit from such a platform.

3. Lastly, I point out that ASTEROID’s software-level RCB is purely open-source software and therefore allows the application of compiler-based fault tolerance mechanisms. Lacking a suitable compiler, I use simulation experiments to estimate the performance impact applying such mechanisms could have on ASTEROID as a whole.

I developed the concept of the Reliable Computing Base together with Michael Engel.¹ Two of the case studies I present in this chapter were previously published in HotDep 2012² (mixed-reliability hardware) and SO-BRES 2013³ (estimating the effect of compiler-based RCB protection).

6.1 The Reliable Computing Base

Computer systems security is often evaluated with respect to the Trusted Computing Base (TCB). The US Department of Defense’s “Trusted Computer Systems Evaluation Criteria”⁴ define the TCB as

“[…] all of the elements of the system responsible for supporting the security policy and supporting the isolation of objects (code and data) on which the protection is based. […] the TCB includes hardware, firmware, and software critical to protection and must be designed and implemented such that system elements excluded from it need not be trusted to maintain protection.”

Hence, the TCB comprises those hardware and software components that need to be trusted in order to obtain a secure service from a computer system.

Industry experts estimate that the main source of security vulnerabilities in modern systems are programming or configuration errors at the software level. As the number of software errors correlates with code size, security research focuses on minimizing the amount of code within the TCB in order to improve system security.

When implementing software-level fault tolerance mechanisms—the same as Romain—we face a similar problem: we rely on the correct functioning of hardware and software components in order to implement fault tolerance. In the case of Romain these components are:

- **Memory Management Hardware**: Romain provides fault isolation between replicas by running them in different address spaces. This isolation relies on the hardware responsible for enforcing address space isolation (i.e., the MMU) to work properly.

- **Hardware Exception Delivery**: Romain intercepts the externalization events generated by a replicated application. For this purpose it configures the replicas in a way that all these exceptions get reflected to the master process for state comparison and event processing. Using the watchdog mechanism I described in Section 3.8.2, Romain can already cope with missing hardware exceptions. However, the master still relies on the fact that exception state is written to the right memory location within the master and does not accidentally overwrite important master state.

- **Operating System Kernel**: The Fiasco.OC kernel is crucial for Romain because it configures the hardware properties I mentioned above and Romain needs to rely on this configuration to work properly. Furthermore, the kernel schedules replicas and delivers hardware exceptions to the master process.

- **Romain Master Process**: The master process manages replicas and their resources and furthermore handles externalization events. While running in user mode on top of Fiasco.OC, the master is still unreplicated and therefore unable to detect and recover from the effects of a hardware fault.

Inspired by the term TCB, in our paper we opted to call those components that are unprotected by a software fault tolerance mechanism and still need to work in order for the whole system to tolerate hardware faults, the **Reliable Computing Base (RCB)**:

"The Reliable Computing Base (RCB) is a subset of software and hardware components that ensures the operation of software-based fault-tolerance methods and that we distinguish from a much larger amount of components that can be affected by faults without affecting the program's desired results."

### 6.1.1 Minimizing the RCB

As the RCB is unprotected by our software fault tolerance mechanisms, any code that runs within the RCB remains vulnerable to hardware faults. In order to reduce the probability of an error striking during unprotected execution, we argue that similar to the TCB, the RCB should be minimized. This raises the question, how we can accomplish this minimization.
Minimizing Code Size As mentioned above, minimizing the TCB is achieved by reducing the amount of code inside the TCB because there is a direct relation between code size and security vulnerabilities. This is not the case for dependability: A program can – but does not need to – actually become more dependable using more code, for instance when this code is used to implement fault-tolerant algorithms or data validation.

Minimizing RCB Execution Time As hardware faults are often modeled as being uniformly distributed over time,\(^8\) reducing the time spent executing RCB code will reduce the probability of an error occurring within the RCB. Two design decisions I presented in this thesis provide a reduction of RCB execution time:

1. By running on top of a microkernel, I limit the amount of time spent executing unprotected kernel code. Code that would traditionally run inside a monolithic OS kernel – such as a file system – runs as a user-level application and can therefore be replicated and protected using ROMAIN.

2. I presented several performance optimizations that reduce the time spent executing in the ROMAIN master:

   • In Section 3.5 I described how ROMAIN’s memory manager maps multiple pages at once during page fault handling.
   • The fast synchronization mechanism I introduced in Section 4.3.4 reduces the time replicas spend in synchronization operations.

While these optimizations were mainly implemented to decrease ROMAIN’s performance overhead, a useful side effect is that they also reduce the time spent executing unprotected kernel and master code.

Minimizing Software/Hardware Vulnerability The previous examples seem to indicate that anything that speeds up kernel execution will also reduce the RCB’s vulnerability. As an example, when comparing replica states we could choose to perform a hardware-assisted SSE4 \texttt{memcmp()} instead of using a pure C implementation.\(^9\)

However, computer architecture researchers pointed out that different functional units of a CPU\(^10\) or different types of instructions of an instruction set architecture\(^11\) have different levels of vulnerability against hardware errors. Hence, using a more complex functional unit to reduce RCB execution time may lead to an increase in total vulnerability as more functional units participate in execution of this RCB code.

Future Research The most promising approach to reducing the vulnerability of the RCB against hardware faults is to consider both software-level and hardware-level vulnerability metrics. I argue that Sridharan’s Program Vulnerability Factor (PVF) may be a good starting point for such analysis.\(^12\)

As a side project of this thesis, I implemented a PVF analysis tool for x86 binary code\(^13\) and showed that

• PVF analysis is a fast alternative to traditional fault injection analysis and can predict the impact of a hardware error on sequences of instructions, and


\(^12\) Vilas Sridharan and David R. Kaeli. Quantifying Software Vulnerability. In Workshop on Radiation effects and fault tolerance in nanometer technologies, WREFT ’08, pages 323–328, Ischia, Italy, 2008. ACM

\(^13\) Björn Döbel, Horst Schirmeier, and Michael Engel. Investigating the Limitations of PVF for Realistic Program Vulnerability Assessment. In Workshop on Design For Reliability (DFR), 2013
In its current state, PVF is limited to predicting whether an error will be benign or lead to a program failure. PVF analysis does not incorporate quality information that could indicate whether a wrong result is still “good enough” given a specific application scenario.

By incorporating PVF analysis tools into the software development process, modifications to RCB components can be evaluated for their impact on the component’s vulnerability in addition to traditional correctness and performance analysis.

6.1.2 The RCB in Software Fault Tolerance Mechanisms

ROMAIN is not the only software-implemented fault tolerance mechanism that relies on RCB components. I will now have a look at other mechanisms that implement fault tolerance using compiler-level or infrastructure-level techniques and show that most of these solutions have an RCB specific to the respective mechanism.

The RCB and Compiler-Based Fault Tolerance Compiler-based fault tolerance mechanisms should be able to compile the complete software stack including all RCB components if their source code is available. However, in some cases additionally inserted code – such as SWIFT’s result validation remains unprotected from hardware faults and hence forms the RCB of these mechanisms.

Furthermore, to the best of my knowledge none of the compiler-based mechanisms available has been applied to an operating system kernel so far. As none of these tools are openly available for download, it is impossible to try this with FIASCO.OC. I argue that fault tolerant compilation of an OS kernel will have to solve three problems:

1. **Asynchronous Execution** arises from the necessity to run interrupt handling code whenever a hardware interrupt needs to be serviced. This may result in random jumps that confuse signature-based control-flow checking or arithmetic protection of the instruction pointer.

2. **Interaction with Hardware** requires accessing specific I/O memory regions or using I/O-specific instructions. These accesses work on concrete values dictated by the hardware specification. I/O values cannot be arithmetically encoded or otherwise replicated. Hence, additional code to convert between encoded and concrete values is required, which may in turn prove to be a single point of failure for the respective solution.

3. **Thread-based replication** relies on a runtime that implements threading and mechanisms to communicate results among these threads. Such mechanisms are usually implemented by the OS kernel. Therefore, the threading implementation would require additional protection.

These problems can be solved. For instance, Borchert presented an aspect-oriented compiler that is able to protect important kernel data structures in the long term using checksums and data replication. However, his work does not protect those data structures during modification and it does not apply to short-term storage like the stack, so that parts of the kernel still remain in the
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RCB. For now I therefore assume that the OS kernel remains a less-protected part of the RCB for compiler-based fault tolerance mechanisms.

**The RCB and Fault Tolerant Infrastructure**  In contrast to methods that generate fault-tolerant code, other approaches integrate a fault-tolerant infrastructure into a system. Replication-based methods add such infrastructure in the form of a replica manager. I already explained that in the case of Romain this manager as well as the underlying OS kernel remain unprotected. This is in line with other such work: The authors of PLR^{19} and RAFT^{20} explicitly state that their mechanisms do not support protecting the underlying OS.

Other infrastructure approaches rework the operating system to be inherently more fault tolerant. For example, the Tandem NonStop system aimed to structure all kernel and application code to use transactions and thereby guarantee that a consistent state can be reached in the case of any error.\(^{21}\) Lenharth and colleagues implemented a similar idea in Linux: their Recovery Domains restructure kernel code paths to allow rollback.\(^{22}\)

However, Gray acknowledges that Tandem’s transactions rely on a transaction manager to correctly implement rollback recovery. Lenharth’s solution does not cover important kernel parts, such as scheduling, interrupt handling, and memory allocation. We therefore see that even those mechanisms have an RCB that remains vulnerable to the effects of hardware faults.

As a notable exception, Lovelette’s software fault tolerance mechanism for the ARGOS space project actually aimed at protecting the whole RCB. ARGOS sent commercial-off-the-shelf processors into space and tried to protect them using software-only methods. As a result of the high rate of memory errors they saw in flight, they implemented a software-level ECC that scrubbed all important code and data—including their OS kernel—periodically to detect and recover from these errors before they led to system malfunction.\(^{23}\) Furthermore, they duplicated the ECC scrubber in order to avoid malfunctions in this area.

**SUMMARY:** Although software-implemented fault tolerance mechanisms protect user applications, they still rely on a set of hardware and software components—the Reliable Computing Base—to function correctly. In most cases the RCB includes the OS kernel as well as additional infrastructure leveraged by the respective mechanisms. These RCB components are the Achilles’ Heel of any such mechanism and require additional effort in order to achieve full-system fault tolerance.

6.2 **Case Study #1: How Vulnerable is the Operating System?**

The examples in the previous section showed that the operating system kernel is part of the Reliable Computing Base for all software-implemented fault tolerance mechanisms. For the case of Romain, this kernel is Fiasco.OC. I therefore conducted a series of fault injection (FI) campaigns to understand how Fiasco.OC behaves in the presence of hardware-induced errors and gain ideas about what mechanisms are suitable to protect Romain’s RCB.


My analysis is similar to an older study performed by Arlat and colleagues that investigated the Chorus and LynxOS microkernels. Their study used microbenchmarks to drive execution towards interesting kernel components. They then injected transient memory faults into regions used by the kernel and observed the outcome. Gu and Sterpone also used benchmarks to drive fault injection experiments on the Linux kernel.

In contrast to these previous studies, which resorted to random sampling the fault space, I perform fault injection for all potential faults in the fault space. As in Section 5.2 I use the FAIL* fault injection framework to run these experiments in parallel and use fault space pruning to eliminate experiments whose outcome is already known.

### 6.2.1 Benchmarks and Setup

I selected four microbenchmarks to trigger commonly used mechanisms within FIASCO.OC for fault injection purposes. In the selection process I focussed on triggering important kernel mechanisms. My experiments may therefore over-represent these paths in the kernel while they do not cover rarely used paths, such as error handling code.

1. **Inter-Process Communication (IPC4, IPC252):** Microkernel-based systems are built from small software components that run isolated for the purpose of safety and security. These components exchange data and delegate access rights through IPC channels implemented by the kernel. IPC is often considered the most important mechanism in a microkernel-based system.

   This microbenchmark consists of two threads running in the same address space. The first thread sends a message to the second one, which sends a reply in return. I inject faults into both phases of the IPC operation and consider the experiment correct if the first thread successfully prints the reply message.

   I ran this benchmark in two versions: IPC4 sends a minimum IPC message with a payload of 4 bytes. IPC252 extends this size to the maximum possible payload size of 252 bytes.

2. **ThreadCreate:** As I explained previously, FIASCO.OC manages kernel objects, such as address spaces, threads, and communication channels as basic building blocks for user applications. The correct functioning of the system therefore depends on the proper creation of such objects.

   The second microbenchmark creates a user thread and lets this thread print a message. This involves kernel activity to allocate a new kernel data structure, register the thread with the kernel’s scheduler, and run the creator as well as the newly created thread appropriately. I inject faults into each of the system calls required to start up a thread.

3. **MapPage:** Microkernels implement resource management in user-level applications. The kernel facilitates this management by providing a mechanism to delegate resources from one program to another. In FIASCO.OC terms this mechanism is called resource mapping.

   This third microbenchmark exemplifies resource mappings using a virtual memory page. I run two threads in different address spaces. The first thread requests a memory resource from the second one, which then
selects a virtual memory page from its address space and delegates it to the requestor. I inject faults into the map operation and validate benchmark success by inspecting the content of the mapped page on the receiver side.

4. vCPU: In Section 3.3 I explained that ROMAIN leverages FIASCO.OC’s virtual CPU (vCPU) mechanism to monitor all externalization events generated by replicas. This event delivery mechanism is therefore crucial for the correctness of ROMAIN.

In this benchmark I launch a new vCPU, which executes a couple of mov instructions to bring its registers into a dedicated state. Then the vCPU raises an event that is intercepted by the vCPU master. I inject faults into the kernel’s mechanism for exception delivery.

I compiled 32bit versions of FIASCO.OC, the L4 Runtime Environment, and the benchmarks with GCC (version Debian 4.8.1-10). I then used FAIL* to select and perform FI experiments. I inject bit flips into memory and general-purpose registers. My experiments focus on execution in privileged kernel mode, while I assume that user-level code is protected by ROMAIN for which I already showed that it detects all such errors that manifest during user-level execution in Section 5.2.

Table 6.1 shows the number of instructions each benchmark executed inside the kernel, the number of register and memory bit flips that make up the whole fault space, and the number of experiments I actually had to carry out after FAIL* successfully pruned known-outcome experiments.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Fault Model</th>
<th># of Instructions</th>
<th>Total Experiments</th>
<th>Experiments after Pruning</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPC4</td>
<td>Register SEU</td>
<td>2,193</td>
<td>326,632</td>
<td>70,857</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>9,553,400</td>
<td>21,865</td>
</tr>
<tr>
<td>IPC252</td>
<td>Register SEU</td>
<td>2,313</td>
<td>341,992</td>
<td>74,697</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>13,542,904</td>
<td>25,705</td>
</tr>
<tr>
<td>ThreadCreate</td>
<td>Register SEU</td>
<td>26,893</td>
<td>5,095,840</td>
<td>891,481</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>175,464,208</td>
<td>57,905</td>
</tr>
<tr>
<td>MapPage</td>
<td>Register SEU</td>
<td>6,956</td>
<td>1,048,040</td>
<td>223,074</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>40,377,232</td>
<td>67,074</td>
</tr>
<tr>
<td>vCPU</td>
<td>Register SEU</td>
<td>535</td>
<td>73,456</td>
<td>16,330</td>
</tr>
<tr>
<td></td>
<td>Memory SEU</td>
<td></td>
<td>591,384</td>
<td>4,530</td>
</tr>
</tbody>
</table>

Table 6.1: Overview of FIASCO.OC Fault Injection Experiments

6.2.2 Experiment Results

I executed the fault injection campaigns for every microbenchmark and as a first step classified the experiment outcomes similar to my classification in Section 5.2:

1. OK means the experiment terminated and produced exactly the same output as an unmodified run.

2. CRASH indicates that the experiment terminated with a visible error message either in the kernel or user space.

3. TIMEOUT indicates that the experiment did not terminate within a pre-defined period of time. I set this timeout to 200,000 instructions, which –
depending on the workload – means the benchmark executed 10 to 100 times as long as the initial run at this point.

4. **Silent Data Corruption (SDC)** means that an experiment terminated and did not raise an error. However, the experiment’s output differed from the initial, fault-free run.

Figure 6.1 shows the distributions of experiment results for all benchmarks and distinguishes between register and memory SEUs. On average, 43% of the register faults and 56% of the memory faults did not lead to a change in system behavior. This observation confirms other studies that also found that many SEUs have no influence on the outcome of an application run, such as Arlat’s study\(^\text{24}\) and my user-level fault injection experiments discussed in Chapter 5.

Note, that my experiments focus on the execution of a single microbenchmark. They therefore only cover the short-term effects of an injected fault. Experiments that are classified OK after my experiments may still corrupt kernel state in a way that affects the execution of a different system call at a later point in time. Future work needs to investigate for which experiments this would be the case and which kernel data structures are prone to such long-term corruption issues. These data structures will then be likely candidates for Borchert’s aspect-oriented data protection.\(^\text{28}\)

Those injection runs leading to a visible deviation of application behavior are dominated by CRASH errors: an average of 44% of all register faults and 26% of all memory faults led to crashes, whereas for both fault models about 10% of the experiments timed out. In contrast, only 2% of the register faults and 8% of the memory faults led to SDC errors. The SDC numbers are significantly smaller than Hari’s previously reported error rates for user-level applications.\(^\text{29}\)

**Understanding Silent Data Corruption** I attribute the difference in SDC behavior to the fact that my experiments focus on kernel-level code. Hari’s study pointed out that SDC errors are often the result of long-running computations on large chunks of data. Such computations rarely occur in kernel mode. Instead, the kernel touches vital data structures, such as the scheduler’s run queue or hardware page tables. These structures have a direct impact on the behavior of the system and corrupting them is therefore more likely to lead to a crash.

There is an outlier in my measurements that confirms this hypothesis: When injecting memory errors into the IPC252 benchmark we see an SDC rate of 28%. Closer inspection of this result reveals that nearly all SDC errors here happen within two distinct memory regions: the IPC sender’s and receiver’s user-level thread control blocks (UTCBS). As I explained in Section 3.4, the UTCB contains a program’s system call parameters when entering the kernel. In the case of IPC this is the message payload to be transmitted. As the kernel only copies UTCB content without performing any processing, errors within the UTCB show up as silent data corruption.

As FIASCO.OC is a microkernel, the amount of memory accessed during these microbenchmarks benchmark is fairly low. For the IPC4 and IPC252 benchmarks, which only differ in the amount of bytes transferred through the

---


IPC mechanism, the kernel touches about 1 KiB (IPC4) and 1.5 KiB (IPC252) of memory respectively. The increase in IPC252’s memory footprint is directly explained by the increased message payload: 248 more bytes in the sender UTCB plus 248 more bytes in receiver UTCB lead to an increase of 496 bytes. Consequentially, the increase in SDC errors we observe is caused by these additional bytes and underlines the fact that user-level data passing through the UTCB is more prone to undetected data corruption than errors in internal kernel data structures.

Investigating CRASH Errors  As CRASH errors are the most dominant misbehavior seen in the previous experiments, I had a closer look on what kind of crashes we are seeing as a result of injecting faults into the kernel. I inspected the output and termination information of those experiments labeled as CRASH in the previous result distribution and further distinguished between three types of crashes:

1. **MEMORY** failures are those where the error caused the kernel to access an invalid memory address, i.e., an address that is not part of any valid virtual memory region. These crashes trigger kernel-level page fault or double fault handler functions.

2. **PROTECTION** failures indicate those runs where the injected fault caused the kernel to raise hardware protection faults (e.g., by writing to a read-only memory page) or access invalid kernel objects (e.g., because a capability index was corrupted).

3. **USER** failures classify experiments where control returned an error condition to a user-level application. This happens in one of two ways: first, the kernel may return from the current system call with an error that is then detected by the user application. Second, an injected fault may lead to an exception that FIASCO.OC deems to originate from the user (e.g., because of a page fault in user-addressable memory). This exception is then delivered to a user-level exception handler.

Figure 6.2 breaks down the CRASH errors from the previous fault injection campaigns into these three categories. We see that slightly more than half of all crashes are reflected to user space (register faults: 57%, memory faults: 54%). An average of 37% of the register faults and 27% of the memory faults led to memory-related exceptions within the kernel. Protection failures make up the smallest fraction of results with 18% of the injected memory faults and 6% of the injected register faults.

6.2.3 Directions for Future Research

The distributions I showed above allow us to understand what impact SEUs have on kernel execution. Based on these results we can draw conclusions about what kinds of kernel errors we can detect and recover from.

Handling Silent Data Corruption Detecting and correcting SDC failures depends on the actual workload. If these errors happen within the payload of an IPC message, FIASCO.OC’s execution is not affected at all. User-level programs can instead detect those errors using message checksums. To
demonstrate this, I modified the IPC252 benchmark so that the sender adds a CRC32 checksum of the message payload and the receiver validates this checksum. With this approach I was able to detect 94.6% of all SDCs in the IPC252 benchmark.

Incorporating checksums and making IPC protocols retry failed message transfers requires a substantial amount of work, because every application needs to be adapted for this purpose. Future research should therefore investigate whether and how this step can be automated.

SDCs in other parts of the kernel may not be as easy to detect, as they for instance they rely on the correctness of hardware mechanisms. As an example, the vCPU benchmark relies on correct delivery of the exception state to the vCPU master. This involves the CPU’s exception mechanism to dump the proper register state onto the kernel stack. No software mechanism will be able to detect a data corruption happening in this step, because software will only get called after the exception state is copied to the stack. The respective window of vulnerability could be reduced by a hardware extension that adds a checksum to the exception state on the stack. However, this modification would require customized hardware instead of relying on COTS hardware features. As SDCs only constitute a tiny fraction of the kernel failures we are seeing, we should rather focus on detecting more prominent failure types.

Kernel Crashes are Detected Errors

Given my breakdown of crash errors above, we saw that hardware faults may trigger unhandled page faults or protection faults inside the FIASCO.OC kernel. FIASCO.OC itself is designed in a way that these events will never happen during normal kernel execution: kernel memory is always mapped and accesses never lead to page faults. Protection faults will also only happen in the case of a programming error or a hardware fault.

If we assume FIASCO.OC to be thoroughly tested before going to production, a software error leading to a kernel crash will be extremely rare. Therefore, if we encounter a page fault or protection fault hardware exception at runtime, we can assume this to be the result of a hardware fault and start error recovery. Hence, all MEMORY and PROTECTION failures we saw, actually constitute detected errors.

Crashes Reflected to User Space are Detected Errors

In addition to kernel crashes we saw that more than half of all CRASH errors are reflected to user space. If we assume that programs at the user level are replicated using ROMAIN, then these exceptions will get sent to the ROMAIN master, which will then detect a deviation from other non-faulty replicas and initiate error recovery. Unfortunately, this only covers the rare case if a kernel error occurs while a replica is executing, for instance because the kernel’s timer interrupt handler was triggered for scheduling reasons.

In contrast, replication does not protect us from kernel errors that arise during system call handling. As I explained in Chapter 3, the ROMAIN master executes all system calls on behalf of the replicas. As the master is not replicated, a failing system call cannot be handled using replication.
Nevertheless, these errors are noticed by user-level code:

• If the error gets reflected to user space in the form of an exception message, the ROMAIN master’s exception handler will detect this issue. Again, by design we can expect no exceptions to occur during normal execution of a system call. Therefore, these exceptions constitute detected hardware errors.

• If the error becomes visible as an error code returned by the system call, ROMAIN will deliver it to the replicated application just as in the case of any other system call return error. The program is then responsible to handle the error code properly.

Can We Recover from Those Crashes? While the previous analysis showed that CRASH failures can be detected, they require recovery procedures at three different levels: kernel failures need to be handled inside FIASCO.OC, visible exceptions require handling by the ROMAIN master, and system call errors need to be recovered from by the application.

As an experiment I implemented a mechanism to bridge the gap between those layers by turning all CRASH failures into system call errors. I modified FIASCO.OC and ROMAIN so that in the case of an unhandled exception during kernel execution they turn this exception into a system call error visible to the application:

• FIASCO.OC’s double fault, page fault, and protection fault handler functions return an error value to the currently active thread instead of stopping execution as they do by default.

• I modified ROMAIN’s exception handler so that in the case of an exception during a system call, the replica currently executing this system call is resumed with an error return value.

With this mechanism, no recovery needs to be implemented in the lower levels and only application code has to deal with these issues. Unfortunately, this places the burden of recovery on each application developer. To relieve developers, I implemented a generic recovery mechanism, which is part of FIASCO.OC’s system call bindings, so that application code is completely oblivious of error handling and recovery:

• Before issuing a system call, the user-level thread pushes its current register state and system call parameters from the UTCB to the stack.

• The thread then issues its system call.

• If the call returns an error value, the original state is retrieved from the stack and the system call is issued again.

This approach allowed me to recover from a set of manually crafted kernel crashes. However, when I evaluated this approach with fault injection experiments on a larger scale, I discovered that there are many cases where generic recovery fails either by crashing the kernel again or by getting stuck inside one of the next system calls. The experiment therefore was a failure and requires future work to investigate the following three problems:
1. **Non-idempotent system calls**: Assuming a user application receives a system call error indicating a kernel crash, the application does not know at what point during the system call the crash happened. The kernel may at this point already have modified kernel state by creating new kernel objects or deleting old ones.

   Generic recovery only works if system calls are idempotent – such as FIASCO OC’s IPC send operation – and requires additional care if kernel state might have been modified.

2. **Thread Dependencies**: Inter-Process Communication – FIASCO OC’s most heavily used system call – involves the synchronization between a sender and a receiver thread. The IPC path is therefore a series of updates to the state of two complex state machines. If the sender of a message crashes, my modifications were successful in returning an error to the sender. However, depending on which part of the IPC protocol is affected by the crash, we may also have to return an error on the receiver side of the IPC. Implementing this feature was not completed in time for this thesis.

3. **Recovery for multithreaded programs on multicore platforms**: My experiment only worked for recovering single-threaded programs running on a single-core CPU. I did not yet consider potential race conditions and other side effects that may arise when trying to recover on a system that runs other threads concurrently.

**Timeouts are Difficult**

In addition to SDC and CRASH errors, my fault injection campaigns show that a non-negligible amount of hardware-induced errors lead to TIMEOUTs. The reasons for these errors are manifold. In the simplest case the kernel skips delivering an IPC message because of a bit flip, and immediately returns to the sender. This scenario can be handled by a fault-aware user application that retries requests if no proper answer is received within a certain time interval.

Other TIMEOUT errors are harder to detect: I noticed that most timeouts occur due to corruption of the kernel’s scheduling data structures. In these cases the kernel may lose track of a thread and never schedule it again even though it would be ready to run. Unfortunately, detecting these errors is often impossible because we cannot distinguish between a system that simply has no work to do and a system that lost a thread due to a hardware error. I conclude from this observation that scheduling data structures need to be additionally protected using redundancy in order to avoid timeouts.

**SUMMARY**: I conducted a series of fault injection campaigns to analyse the FIASCO OC kernel’s reaction to SEUs in memory and general-purpose registers. I found that detectable crash failures constitute the largest source of hardware-induced misbehavior for the kernel. However, implementing recovery in such situations remains an open issue.
Silent data corruption rarely occurs during kernel execution. Most of the SDC errors happened within the message payload of an IPC message. Error detection and recovery may be achieved using message checksums and failure-aware communication protocols. Corruption of scheduling-related data may furthermore lead to TIME-OUT errors where execution of an active thread does not resume properly. These errors are hard to detect and the affected data structures therefore require additional protection.

6.3 Case Study #2: Mixed-Reliability Hardware Platforms

In Chapter 2 I argued that ROMAIN should run on commercial-off-the-shelf (COTS) hardware because COTS components make up a majority of modern embedded, workspace, and high-performance computers. In contrast, hardware that is custom-tailored for reliability is often very expensive. Reliability features are therefore seldom added to COTS hardware. On the other hand, we are currently seeing an increase in hardware diversity due to the advent of heterogeneous manycore platforms provided by major CPU vendors. It is likely that these heterogeneous CPUs are also heterogeneous with respect to their vulnerability against hardware faults.

While heterogeneous compute platforms are currently optimized for their compute throughput and their energy consumption, I argue that we are likely to see platforms combining specially reliable CPUs with cheap, but vulnerable non-reliable cores in the future. The ASTEROID OS architecture I developed in this thesis suits such an architecture, because it allows protecting RCB components by running them on reliable processors while executing replicas on less reliable CPUs.

6.3.1 Heterogeneous Hardware Platforms

Some of the most widely available heterogeneous platforms today come as I/O board extensions to desktop and data center computers. These platforms, such as Intel’s Xeon Phi and Nvidia’s Kepler platform are derived from previous generations of graphics accelerators. The main features provided by these general-purpose graphics processing units (GPGPUs) are additional compute cores and specialized vector processing units. With these properties they extend their predecessors’ focus on graphics processing to general-purpose compute-intensive and parallel applications. As a side effect, these systems also often perform the same computation at a lower energy consumption, which makes them additionally attractive for large-scale use.

ARM pioneered a slightly different architecture with its big.LITTLE platform. This architecture is motivated by the observation that while a computer might need a fast processor for some applications, a lot of the remaining work can be done on a slower, more energy-efficient CPU. big.LITTLE therefore combines four energy-efficient, in-order ARM Cortex A7 CPUs with four fast, super-scalar, and more power-hungry Cortex A15 processors. The operating system can dynamically assign applications to the CPU that suits their needs and switch off the remaining cores to save energy in the meantime.
When looking at hardware reliability, we see that big.LITTLE already combines two types of processors with different reliability characteristics. The Cortex A7 has fewer features and requires less chip area. This makes the processor less vulnerable to the effects of cosmic radiation than the larger Cortex A15.

While the previously mentioned platforms are used in production today, other research platforms investigated the idea of using hardware heterogeneity explicitly to separate between CPU cores that are heavily protected against hardware faults and smaller, less protected ones. Leem proposed the Error-Resilient System Architecture (ERSA) that consists of a small set of Super-Reliable Cores (SRCs) whereas the majority of the chip area is spent for smaller, faster, and less reliable Relaxed Reliability Cores (RRCs). Leem intended these RRCs to execute stochastic compute workloads. These programs have the specific property that few errors during computation will not have a dramatic influence on the correctness of a program run. In contrast, he proposed to use SRCs to execute software that must never fail due to the effects of hardware errors, such as the operating system.

In a different work, Motruk and colleagues presented IDAMC, a reconfigurable manycore platform that allows to safely isolate programs in space (by enforcing hardware resource partitioning between groups of CPUs) and time (by partitioning access to the network-on-chip (NoC)). IDAMC thereby allows to run mixed-criticality workloads concurrently on the same chip while still fulfilling automotive safety regulations. In this architecture we also find worker cores that are solely intended to perform computations at the application level combined with monitor cores that implement special monitoring and configuration tasks. Only monitor cores are allowed to reconfigure the system-wide isolation setup and assign resources to workers cores. Therefore, monitors need to be designed to be less vulnerable to hardware faults than the workers.

The observations discussed above indicate that we are likely to see heterogeneous multicore systems integrating cores of different levels of hardware vulnerability in the future. These systems will consist of at least two kinds of processors as shown in Figure 6.3. Borrowing Leem’s naming I call these processor types Super-Reliable Cores and Relaxed Reliability Cores.

- **Super-Reliable Cores (SRCs)** are processors that are specially protected against hardware faults. This protection may be implemented by replicating hardware units. Alternatively, SRCs might be produced with a larger structure size to be less vulnerable against production- as well as temperature- and radiation-induced errors. To reduce vulnerability against variation in signal runtime, they may furthermore be clocked at a lower rate than other CPUs.

- **Relaxed Reliability Cores (RRCs)** will be produced at the smallest possible structure size to integrate more cores and accelerators onto the chip. These can then run at the highest possible clock rate to achieve best performance. As a consequence, these cores are more likely to suffer from the error effects I explained in Chapter 2.

If such platforms become COTS hardware, their inherent properties may allow to protect ASTEROID’s Reliable Computing Base by running the
FIASCO.OC kernel and the ROMAIN master process on SRCs, while replicas may be executed on RRCs respectively. Such a system will protect RCB components in hardware and concurrently use ROMAIN to protect application software using replication. In contrast to statically replicated setups, this architecture benefits from ASTEROID’s additional flexibility: the system designer can decide, whether he wants to replicate an important application or rather run it on an SRC. Furthermore, less important applications may run unreplicated on RRCs.

There is one open problem that we need to solve in order to run ROMAIN on top of a mixed-reliability manycore architecture. The mechanisms I presented in this thesis so far execute replicas concurrently until they raise an externalization event. At this point, the replicas wait for each other and then one of the replicas switches to master execution and performs the actual event handling. This handling is executed on any CPU the replica is currently running on and does not switch to another more reliable core for this purpose.

To fit a mixed-reliability platform, ROMAIN has to move execution of master code to an SRC. This requires interaction between RRC and SRC code. I investigate three ways to do so in the following section. I compare those alternatives to ROMAIN’s original event handling mechanism, which I will refer to as local event handling.

6.3.2 Communication Across Resilience Levels

Based on the previous discussion of a mixed-reliability architecture I now make the following assumptions:

- The platform consists of SRCs and RRCs.
- SRCs and RRCs can communicate over the network-on-chip (NoC). Rambo and colleagues pointed out that the NoC also requires protection against the effects of hardware faults.
- Hardware enforces resource isolation between RRCs. This isolation is configured by software running on an SRC as it was demonstrated by Motruk’s IDAMC.
- The operating system and the ROMAIN master run on an SRC and schedule replica execution on RRCs.

Given these assumptions, we need efficient and reliable communication between RCB and non-RCB components. For this purpose I implemented and evaluated three inter-core communication mechanisms, which I describe below: (1) thread migration, (2) synchronous messaging, and (3) shared-memory polling.

Thread Migration The first option to reliably handle replica events is to migrate a replica thread from an RRC to the master SRC in the case of an event. I show this in Figure 6.4. After this migration, event handling proceeds as in the local fault handling scenario, but benefits from hardware protection mechanisms provided by the SRC. Once event handling is complete, the replica threads are migrated back to their RRCs.
This mechanism requires that the underlying operating system supports migration of threads between cores. This feature is provided by Fiasco.OC, but it remains to be investigated whether migration will still be able on a hardware platform consisting of isolated SRC and RRC processors.

**Synchronous Messaging (Sync IPC)** I implemented a second technique that avoids migrating all threads to an SRC. Instead, I start a helper thread HT on the SRC, which waits for event notifications. Replicas send these notifications through a dedicated messaging mechanism, such as Fiasco.OC’s IPC channels. Alternatively, this communication could also be implemented using specially protected hardware mechanisms similar to the message passing extensions Intel proposed in their Single Chip Cloud Computer (SCC).

As I show in Figure 6.5, once all replicas have sent their state to the helper thread on the master side, the helper validates their correctness and performs event handling. In the meantime, the replicas block waiting for a reply. After the helper completes event processing, it replies to the replicas with an update to their states. The replicas then resume concurrent execution on their RRCs.

**Shared-Memory Polling (SHM Poll)** Finally, my third mechanism avoids relying on a dedicated messaging mechanism and instead uses shared memory between RRCs and SRCs to transfer notifications and replica states. This mechanism was motivated by FlexSC, which observed that asynchronous messaging primitives may lead to better system call throughput and latencies. I therefore implemented a variant of the previous mechanism where the SRC helper thread and the RRC replicas poll on a shared-memory region for updates as depicted in Figure 6.6.
6.3.3 Evaluation

As I implemented ROMAIN for the 32bit x86 architecture, there is no current platform available that provides mixed-reliability hardware. I therefore evaluate my communication mechanisms on the test machine described in Section 5.3.1. I simulate SRCs and RRCs the following way:

- I assume one of the twelve available cores to be an SRC, while all other cores are RRCs.
- I modified the ROMAIN master process to perform all event handling on the SRC. For this purpose I integrated the three communication mechanisms explained above into ROMAIN and adjusted the master’s event handling accordingly.
- As explained before, the SRC might be protected from signal fluctuations by running at a lower clock speed than the remaining cores. I simulate this fact by artificially slowing down master event handling: whenever the ROMAIN master handles a replica event, I measure the time required to handle this event. Thereafter, I introduce a wait phase, which is a multiple of the event handling time to simulate the SRC being slower than an RRC.

In the subsequent experiments I show three different speed ratios between SRCs and RRCs: I measure overhead for both processors running at the same speed (ratio 1:1), as well as for the SRC being five times (ratio 1:5) and ten times (ratio 1:10) slower than an RRC.

I selected four benchmarks from the MiBench benchmark suite for this evaluation:

1. **Bitcount** is a purely computation-bound benchmark that does not perform expensive system calls. The benchmark spends a large fraction of its time executing user code and is therefore likely to not suffer from RCB slowdown.

2. **Susan** and **Lame** both memory-map an input file and then perform image processing and audio decoding respectively. They therefore represent a mix of kernel interaction and intensive compute work.

3. **CRC32** memory-maps 30 files to its address space and then computes a checksum of their content. Checksum computation is relatively cheap so that the benchmark is dominated by the cost of loading the data files. CRC32 therefore heavily interacts with the kernel and the ROMAIN master and I expect it to suffer most from RCB-induced slowdown.

---

As in previous experiments, I execute these benchmarks natively on L4Re and then in ROMAIN running one, two, and three replicas. In Figures 6.7 – 6.10 I plot the experiment results for each of the four benchmarks. I group the results by the replica slowdown ratios (1:1, 1:5, 1:10). Within each group I order the results by the communication mechanism used. I furthermore show the overhead for ROMAIN’s original local fault handling for reference.

Figure 6.7: Bitcount: Replication Overhead when running RCB code on a Super-Reliable Core with different cross-core communication mechanisms and SRC slowdowns

Figure 6.8: Susan: Replication Overhead when running RCB code on a Super-Reliable Core with different cross-core communication mechanisms and SRC slowdowns

Figure 6.9: Lame: Replication Overhead when running RCB code on a Super-Reliable Core with different cross-core communication mechanisms and SRC slowdowns
As expected, we see that overheads rise when we slow down execution of RCB code on the SRC. We also see that slowing down RCB execution has a higher impact on system-call heavy workloads. Replicating CRC32 with three replicas multiplies execution time by a factor of 3.5 when the RCB is executed ten times slower. In contrast, the overhead for Bitcount in the same setup is merely 11%.

While there are small fluctuations across the different communication mechanisms, the main trend is that their impact on replication appears to be nearly identical. This is not surprising: I measured the cost for handling externalization events and handling a page fault for example costs an average of 10,000 CPU cycles in the ROMAEN master. Redirecting IPC messages and other system calls is even more costly: The Bitcount benchmark spends an average of 1.3 million cycles on every system call it performs. Most of this time is spent for processing these calls at the other end, such as writing data to a serial terminal or allocating memory dataspaces. In contrast, delivering events to the ROMAEN master contributes between a few 100 and 1,000 CPU cycles to these handling times depending on the selected delivery method. Hence, the impact of the messaging mechanism on overall processing is low. This impact becomes even lower when we slow down the RCB as this increases processing times even more.

As the choice of cross-core communication mechanism does not influence replication performance, we should focus on the reliability properties of a mechanism in order to best protect the Reliable Computing Base. A thorough analysis of this issue is left for future work because it requires a functioning mixed-reliability hardware platform. However, for the following reasons I anticipate that synchronous messaging may be a useful communication mechanism from an RCB perspective:

- Thread migration requires kernel and hardware support. Migrating threads between mixed-reliable cores could be disallowed by the hardware platform for the purpose of isolating the resources of SRCs and RRCs.

- For a similar reason, shared-memory polling might not work on such platforms. Relaxed Reliability Cores might encounter hardware errors that cause them to overwrite arbitrary memory regions. A simple hardware solution to prevent those errors to affect SRCs is to disallow sharing of memory regions across reliability zones. If this is implemented in hardware, sharing memory is impossible.
• In contrast, synchronous IPC can be implemented using a specially protected hardware message channel. The feasibility of such hardware mechanisms in multicore platforms was already demonstrated by Motruk’s IDAMC and the Intel SCC.

**SUMMARY:** Trends towards heterogeneous manycore platforms indicate that future manycore systems will comprise processors with different levels of reliability. Researchers already proposed hardware that is built from many cheap and fast Relaxed Reliability Cores (RRCs) and few, specially protected Super-Reliable Cores (SRCs).

The ASTEROID operating system architecture I developed in this thesis fits well onto such an architecture. Components of the Reliable Computing Base – such as the Fiasco.OC kernel and the ROMAIN master process – can run on an SRC while user applications can be protected by running them on RRCs in a replicated fashion.

### 6.4 Case Study #3: Compiler-Assisted RCB Protection

The motivation for implementing ROMAIN as an OS service was the need to support arbitrary binary-only applications without requiring a recompilation from source code. When we think of protecting the Reliable Computing Base against hardware faults, we may reconsider this argument. All components that are within ROMAIN’s RCB – the Fiasco.OC kernel, services of the L4 Runtime Environment, as well as the ROMAIN master process – are available as open source software. In this case it is certainly possible to protect those components using compiler-assisted reliable code transformations, such as the ones I discussed in Section 2.4.2.

Unfortunately, to the best of my knowledge none of the commonly referenced fault-tolerant compilers is freely available for download. Furthermore, as I explained in Section 6.1.2, none of these solutions were previously applied to operating system kernels. Hence, implementing such a compiler and applying it to RCB components is out of the scope of this thesis.

**The Cost of Compiler-Assisted RCB Protection**

Nevertheless, we can try to estimate what impact such a compiler-based solution would have on ROMAIN’s performance, resource usage and reliability. In ASTEROID, user-level applications are protected against hardware faults using replicated execution provided by ROMAIN. We can improve the reliability of the whole system by compiling its RCB components using a fault-tolerant compiler. Using state-of-the-art approaches, such as encoded processing, this will allow us to detect close to 100% of commonly visible hardware errors that affect the RCB.

Applying compiler-assisted fault tolerance to the RCB will also lead to resource and execution time overheads. Encoded processing for instance adds redundancy to data by transforming 32bit data words into 64bit encoded values. This means, the RCB’s memory footprint is likely to double from applying such techniques. Neither the Fiasco.OC kernel nor the ROMAIN...
master process require more than a few megabytes of data for their management needs. The largest fraction of data in a system usually belongs to user-level applications. These programs are protected by replication and as I explained in Chapter 3, ROMAIN maintains copies of their memory for every replica. Therefore, while compiler-assisted fault tolerance will increase the memory footprint of the RCB, its impact will be negligible in comparison to the impact of replication-induced memory overhead for user applications.

**Execution Time Overhead** I performed a simulation experiment to estimate the performance impact of compiler-based fault tolerance methods on the RCB. For this purpose I executed the integer subset of the SPEC CPU 2006 benchmarks on top of ROMAIN using triple-modular redundancy. Similar to the experiment in the previous section I executed the benchmarks on the test machine described in Section 5.3.1 and slowed down all master execution by a given factor. In contrast to the previous experiment, I did not distinguish between reliable and non-reliable CPUs, because in this setup the RCB is protected using pure software methods. For the slowdown I selected three factors that represent widely cited compiler-assisted fault tolerance methods:

1. **SWIFT** represents Reis and colleagues’ Software-Implemented Fault Tolerance, a low-overhead mechanism that duplicates instructions and compares their results. SWIFT has a reported mean overhead of 9.5%.
2. **EC-ANBD** represents Schiffer and colleagues’ AN-encoding compiler. ANBD improves on SWIFT’s error coverage, but reports a significantly larger execution time overhead of about 289%.
3. **SRMT** refers to Wang and colleagues’ implementation of redundant multithreading in software. The authors report an overhead of 900% when running their replicated threads on different CPU sockets. While other RMT approaches have reported lower overheads, I selected this mechanism explicitly to show the impact of high slowdowns on RCB execution.

Figure 6.11 shows the resulting overheads, which include slowing down all inter-replica synchronization as well as handling of page faults in the ROMAIN master and any system calls the master performs on behalf of the replicas. As was to be expected, we see that SWIFT’s 9.5% overhead does not matter at all and execution overheads are identical to execution with an unprotected RCB.

445.go benchmark, 458.sjeng and 473.astar are purely compute-bound benchmarks and slowing down the RCB does not increase their execution time. Similarly, the overhead of 429.mcf and 471.omnet++ results mainly from cache-related effects that I explained in Section 5.3.2. These benchmarks also do not spend a lot of time executing RCB code and therefore do not suffer from slowing down the RCB.

In contrast, the remaining benchmarks (400.perl, 401.bzip2, 456.hmmer, 462.libquant, 464.h264ref) perform system calls and interact with the memory manager. Here we see that for a system-call intensive workload, such as 400.perl, slowing down the kernel and the replication master significantly increases replication overhead.

Nevertheless, the total overheads for combining replication with an RCB protected by fault-tolerant code transformations are significantly lower than
those slowdowns the authors reported for protecting user applications solely using compiler-assisted fault tolerance. This is because my proposed combination of user-level replication and compiler-protected RCB code retains the advantages of ROMAIN (low execution time overheads) for user-level code and only applies expensive compiler-level safeguards to those parts of the system that ROMAIN is unable to protect.

I conclude from this experiment that a combination of replication and compiler techniques to protect RCB code appears to be a promising path towards achieving full-system protection against hardware errors on commercial-off-the-shelf platforms. To further investigate this idea, future work will first have to solve the remaining problems for applying fault-tolerant compiler transformations to kernel code as I explained in Section 6.1.

**SUMMARY:** As all software parts of ROMAIN’s RCB are available as open source software, we can protect them against hardware errors using compiler-based fault tolerance methods. Based on a simulation of potential RCB slowdowns, the approach of combining replication at the user-level and potentially expensive compiler-level protection at the RCB level appears to be a promising solution for fully protecting the software stack while achieving low execution time overheads.
7

Conclusions and Future Work

In this thesis I developed the ASTEROID operating system architecture to protect user applications against the effects of hardware errors. In this chapter I summarize the contributions of my thesis. Thereafter I outline ideas for future work, which mainly focus on reducing ASTEROID’s resource footprint.

7.1 Operating-System Assisted Replication of Multithreaded Binary-Only Applications

The ASTEROID operating system architecture protects user-level applications against the effects of hardware errors arising in commercial-off-the-shelf (COTS) hardware. ASTEROID’s main component is Romain, an operating system service that replicates unmodified binary-only multi-threaded applications. ASTEROID meets the design goals that I identified in Section 2.5:

1. COTS Hardware Support and Hardware-Level Concurrency: I designed ASTEROID to work on COTS hardware. Romain replicates applications for error detection and correction. To make replication efficient, I leverage the availability of parallel processors.

2. Use of a Componentized System: I implemented ASTEROID on top of the Fiasco.OC microkernel. Using a microkernel design allows ASTEROID to benefit from a system that is split into small, isolated components that can independently be recovered in the case of a failure. Furthermore, as microkernels run most of the traditional OS services – such as file systems and network stacks – in user space, these applications can be transparently protected against hardware errors using replication.

3. Binary Application Support: Romain does not make any assumptions about applications with respect to the development model, programming language, libraries, or tools used for their implementation. My solution therefore allows to replicate any binary application that is able to run on top of Fiasco.OC’s L4 Runtime Environment.

There are still two exceptions that limit Romain’s applicability:

(a) As explained in Chapter 4, Romain requires multithreaded applications to be race-free and use a standard lock implementation in order to be replicated. In Section 4.3.7 I showed how this limitation can be removed using strongly deterministic multithreading.
(b) Device drivers make accesses to input/output resources that may have side effects, such as sending a network packet or writing data to a hard disk. Due to this fact, such accesses cannot easily be replicated and ROMAIN therefore is unable to replicate device drivers yet. This limitation needs to be addressed in future work.

4. Efficient Error Detection, Correction, and Replication of Multi-threaded Programs: My evaluation in Chapter 5 showed that ROMAIN is able to efficiently replicate single- and multithreaded application software. In my fault injection experiments I demonstrated that ROMAIN detects 100% of all injected single-event upsets in memory and general-purpose registers. ROMAIN furthermore provides error recovery using majority voting, which succeeded in at least 99.6% of my experiments.

Throughout this thesis I discussed how ROMAIN manages replicated applications as well as their resources. I evaluated design alternatives to select those mechanisms that make ROMAIN efficient:

• By replicating applications via redundant multithreading, ROMAIN achieves low replication overheads because it limits the number of state validation operations to those locations where application state becomes visible outside the sphere of replication. While this strategy reduces validation and recovery overhead, we saw in Section 5.2 that it may in turn lead to replicas executing several thousand instructions before an error is detected. For this reason ROMAIN also includes a mechanism to artificially force long-running applications to trigger state validation from time to time. This mechanism was developed by Martin Kriegel1 and I explained it in Section 3.8.2.

• In Section 3.5.2 I advocated to use hardware-supported large page mappings and proactive handling of page faults to reduce the memory overhead that replicated execution implies.

• In Section 4.3 I compared two strategies to achieve deterministic replication of multithreaded, race-free applications by enforcing deterministic lock ordering across replicas. I showed that we can reduce the overhead of intercepting lock acquisition and release operations by leveraging a replication-aware libpthread library.

• In Section 3.6 I showed that replicated access to shared memory has a large impact on performance and designed a copy & execute strategy for emulating shared memory accesses that is faster than traditional trap & emulate mechanisms.

5. Protection of the Reliable Computing Base: In Chapter 6 I explained that software-level fault tolerance mechanisms always require a correctly functioning set of software and hardware components, the Reliable Computing Base (RCB). I explained what comprises ASTEROID’s RCB and discussed ideas towards protecting the RCB. While my thesis shows that these ideas – such as making kernel failures visible to user applications, leveraging mixed-criticality hardware, and protecting the RCB using compiler-assisted protection mechanisms – are feasible, I left their implementation and thorough evaluation for future work.

7.2 Directions for Future Research

ROMAIN replicates applications with low execution time overhead. I now outline ideas for future research to reduce this execution time overhead and improve ROMAIN’s error coverage for multi-error scenarios. For this purpose I distinguish between ideas to reduce replica resource consumption and other promising optimizations.

7.2.1 Reducing Replication-Induced Resource Consumption

Resource overhead is a major problem for any mechanism that uses replication to provide fault tolerance. Running N replicas will usually require N times the amount of resources of a single application instance. This leads to problems in systems, such as embedded computers, that need to constrain resource availability to reduce energy consumption and production cost. We furthermore saw in Section 5.3.2 that resource replication may lead to secondary problems, such as performance reduction due to an increase of last-level cache misses.

I believe that in order to reduce the resource consumption of replicated systems we have to investigate how we can reduce the number of running replicas while maintaining the fault tolerance properties ROMAIN provides.

Dynamically Adapting the Number of Replicas Replication systems, such as ROMAIN, usually fix the number of active replicas to cope with given static assumptions about the expected rate of faults. Real-world systems may however experience dynamically changing fault rates depending on environmental and software-level conditions:

- Systems become more vulnerable to soft errors when they experience higher temperatures or are located at a higher altitude above the sea level. In such situations it may be beneficial to increase the number of running replicas when environmental conditions – reported by external sensors – change.

- Different parts of a program may have different vulnerabilities to soft errors. Program Vulnerability Factor (PVF) analysis allows to detect these variations. Some software functionality may therefore require increased protection while other sequences of code may run less protected.

Both observations open up the potential for reducing the number of replicas and hence the amount of replicated resources for periods of lower vulnerability. Robert Muschner extended ROMAIN to support the dynamic adjustment of replicas in his Diploma Thesis, which I co-advised with Michael Roitzsch.

The general idea of his thesis was to increase or decrease replica count when triggered by an external sensor. To increase the number of replicas, new replica vCPUs are started and brought into the same state as existing vCPUs by copying the state from a previously validated replica. This process is similar to how error recovery works in ROMAIN. The difference here is that new memory needs to be allocated for the newly spawned replica. In order to decrease the number of replicas, we simply halt an existing replica at its next externalization event and release the accompanying resources.

Muschner’s thesis shows the feasibility of this approach. He also pointed out that dynamic replicas do not come for free: the adjustment requires
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additional execution time for acquiring and releasing resources. This overhead limits the frequency at which we can adjust the number of running replicas. To hide these latencies, Muschner proposed to perform resource releases in the background while the active replicas commence operation. Furthermore, he devised a copy-on-write scheme for allocating resources to a newly added replica. This latter scheme limits error coverage as replicas sharing data copy-on-write will suffer from undetected errors affecting these regions. The approach therefore requires combination with a hardware-level error detection mechanism, such as Error-Correcting Codes (ECC).

Reducing Resource Consumption by Leveraging ECC Memory In Section 3.5.3 I already pointed out that ROMAIN can benefit from a combination with ECC hardware, because then we can avoid creating copies of read-only memory regions and share them across all replicas. Future work can extend this approach by leveraging application-specific memory access patterns: memory is often written once and later only accessed in a read-only fashion. To save replica resources, ROMAIN could duplicate such memory regions during the write phases and later remove all copies except one, which would then be mapped read-only to all replicas. This idea is closely related to the field of memory deduplication for virtual machines, where such regions are searched for in order to reduce memory consumption in data centers.

ECC-protected read-only memory furthermore relates to Walfield’s idea of discardable memory: here applications can allocate and use memory to cache data as long as there is no memory pressure. In the case of memory scarcity, the OS drops discardable data and notifies the application, which in turn may re-obtain the data once it is needed at a later point in time. ROMAIN could maintain read-only copies of such cached objects. In the case of a detected ECC failure, it would then drop all discardable memory regions and let the application take care of recovering this cached data from its previous source.

Heuristics for Error Recovery I described in this thesis that ROMAIN uses majority voting to determine which replicas are faulty and need to be corrected. I argue that the existence of a majority is not always required to perform recovery. If a fault causes a replica to crash, for instance by accessing an invalid memory region, two replicas suffice for correction: the faulting replica will raise a page fault in a region that is either unknown to the ROMAIN memory manager or a region where ROMAIN knows that a valid mapping was previously established. In this case, a second replica, raising a valid externalization event, can be assumed to be correct and serve as the origin for recovery.

The situation becomes more difficult for the correction of silent data corruption (SDC) errors. If we only have two replicas running in this case, we will see two valid system calls that differ in their system call arguments. I believe that many applications have a specific set of valid system call arguments and that we can use machine learning techniques to train a classifier to distinguish between valid and invalid arguments.
Once trained, the classifier will be able to decide which of two replicas is the faulty one in the case of SDC. Future work will have to evaluate for what kinds of applications such heuristics work and what kind of probabilistic recovery guarantees this enables.

### 7.2.2 Optimizations Using Application-Level Knowledge and Hardware Extensions

Besides the previously described experiments towards reducing the number of running replicas, future work should also investigate performance and error coverage optimizations that may be enabled by incorporating more application-level knowledge into the process of replication or by leveraging hardware extensions.

**Application-Defined State Validation** As I explained in Section 3.8, \texttt{RO-MAIN} currently checks the replicas' architectural register states and user-level thread control blocks in order to detect errors. For performance reasons I do not perform a complete comparison of all replica memory, arguing that as long as erroneous data remains internal to the replica, it does not hurt system correctness. However, such erroneous data may remain stored for a long time and if this time frame exceeds the expected inter-arrival rate of hardware errors, an independent second error may affect another replica and finally lead to a situation where the number of running replicas does no longer suffice for error correction by majority voting.

One way to address this problem would be to make replication-aware applications that report important in-memory state to the \texttt{RO-MAIN} master. The master can then incorporate this state into validation in order to improve error coverage.

\texttt{RO-MAIN} furthermore assumes that any system call is equally important for the outcome of a program and constitutes a point where data leaves the sphere of replication. There may be situations, where this is not necessarily the case:

- Applications might occasionally write debug or reporting output. Errors in such messages may affect program analysis or debugging. However, depending on the actual application they may not necessarily constitute bugs from the perspective of a user of the affected service.

- Applications might store temporary data in files on a file system. Writes to these files will therefore be considered data leaving the sphere of replication. However, if this file is never read by an external observer, it will once again not affect the service obtained by an outside observer.

If an application was replication-aware, it could mark such system calls as less important. \texttt{RO-MAIN} could then decide to forgo state validation and the accompanying replica synchronization overhead and just execute a system call unchecked. Alternatively, \texttt{RO-MAIN} would only check a fraction of these system calls to maintain error coverage, but avoid checking all of them.
Leveraging Application Knowledge to Improve Shared Memory Replication

My analysis in Section 5.3.4 showed that while ROMAIN supports the replication of shared-memory applications, intercepting those shared-memory accesses incurs a significant execution time cost. The main problem here is that ROMAIN conservatively needs to assume every such access to suffer from potential inconsistencies. Depending on the specific applications involved in a shared-memory scenario, ROMAIN may improve replication performance by leveraging application knowledge.

Consider for example a shared-memory scenario where a producer application uses shared memory to send a large amount of data to a consumer as it is often the case in zero-copy data transmission scenarios. In this case the producer knows exactly when data is ready to be sent to the consumer and the consumer will never read or modify data before this point in time. If a replication-aware consumer is able to convey information about data being ready to ROMAIN, we can implement the following optimization for shared-memory replication:

1. The ROMAIN master maps a private copy of the shared-memory region to each replica of a replicated producer. The replicas then treat this memory as private memory and can directly read and write it.

2. Once data is ready, the producer notifies ROMAIN about data being updated. ROMAIN can also try to infer this information by inspecting the producer’s system calls as such notifications are often sent through dedicated software interrupt system calls in FIASCO.OC.

3. If the notification is seen by the ROMAIN master, it first compares the replicas’ private memory regions. Upon success, the content of one such region is merged back into the original shared memory region that is seen by the consumer.

4. Finally, ROMAIN delivers the data update notification to the consumer, which then reads the data.

Hardware-Level Execution Fingerprinting to Improve Error Coverage

My previous optimization suggestions focused on reducing the number of state comparisons and the amount of resources required for replicated execution. If we are willing to accept specialized hardware instead of running ROMAIN on COTS components, replication can furthermore benefit from hardware extensions aiming at improving the fault tolerance of software.

Smolens proposed an extension to the CPU pipeline that computes hash sums of the instructions and data accessed by the different pipeline stages. Both works showed that implementing such fingerprinting is cheap in terms of chip area and energy consumption. I had the opportunity to supervise Christian Menard’s implementation of such fingerprinting in a simulated, in-order x86 processor in the GEM5 hardware simulator. Menard also showed the feasibility of integrating this mechanism into ROMAIN for fast state comparison.

The benefit of the fingerprinting approach is twofold: First, instead of comparing registers and memory areas, the ROMAIN master only needs
to compare two registers per replica (the instruction and memory footprint registers). This speeds up comparison. Second, fingerprint comparison covers all data that influenced application behavior and this approach is therefore also able to detect erroneous data in memory that ROMAIN otherwise would not find or only find at a later point in time.

The remaining problem with pipeline fingerprinting is that all existing implementations (including Menard’s x86 one) were only done for in-order processors. Modern CPUs however use sophisticated speculation and prefetching techniques that make it hard to exactly determine when an instruction or a datum from memory should be incorporated into the checksum and which data should be discarded for hash computation. This problem needs to be overcome in order to make a fingerprinting extension viable for real-world high-performance processors.
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