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ABSTRACT

Recently, the application of virtual-machine technology to integrate real-time systems into a single host has received significant attention and caused controversy. Drawing two examples from mixed-criticality systems, we demonstrate that current virtualization technology, which handles guest scheduling as a black box, is incompatible with this modern scheduling discipline. However, there is a simple solution by exporting sufficient information for the host scheduler to overcome this problem. We describe the problem, the modification required on the guest and show on the example of two practical real-time operating systems how flattening the hierarchical scheduling problem resolves the issue. We conclude by showing the limitations of our technique at the current state of our research.
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C.3 [Computer Systems Organization]: Real-time and embedded systems
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1. INTRODUCTION

Given that we want to integrate two or more real-time systems as guests onto a single host system, what are the challenges and opportunities that we are faced with? How do we maintain timeliness properties, such as meeting all deadlines in such a system when using virtual machines (VMs)? Different if not contradictory answers are given to those questions in the recent real-time literature. One side, for example well represented by Heiser’s paper on "The Role of Virtualization in Embedded Systems" [14], claims a "mismatch between embedded-systems requirements and the virtual-machine model is evident in scheduling." He argues "The integrated nature of embedded systems requires that scheduling priorities of different subsystems must be interleaved. This is at odds with the concept of virtual machines." On the other side, an argument well presented by Sisu Xi et al. on RT-Xen [38] claims, that using bandwidth servers with small enough and frequently replenished budgets (1 ms) is sufficient for most real-time systems and that the performance overhead is negligible. In another recent publication, Masrur et al. motivate [25], "VMs are rewarding in the context of mixed-criticality applications to provide isolation between critical and non-critical tasks running on the same processor.", and "propose a method for selecting optimum time slices and periods for each VM in the system. Our goal is to configure the VM scheduler such that not only all tasks are schedulable but also the minimum possible resources are used."

The short dispute between the two sides following the presentation of Sisu Xi’s paper at EMSOFT 2011 remained inconclusive. As a key point — apart from Heiser’s doubt regarding Xen’s suitability as a real-time kernel — issues with additional non-real-time tasks in practical real-time guests, causing problems, were brought forward. In this paper, we want to clarify the arguments.

We argue that at the root of the problem lies the insight that mixed-criticality systems across guests in virtual machines are not compatible with current virtualization technology. We describe two example task sets and show the limitations once they are integrated without using run-time knowledge of scheduling events in the task sets. We then describe a small modification of virtualization technology that allows to overcome these limitations: through a small enhancement of the scheduler in the guest operating system we export sufficient information about the guest task sets to allow the host to integrate these subsystems while preserving their timing requirements.

The contributions of this paper are:

• Two practical scheduling examples, which cannot be solved using a plain hierarchical scheduling approach.

• A mechanism to export relevant scheduling information from virtualized subsystems to allow the host to integrate these subsystems while preserving their timing requirements.

The remainder of this paper is organized as follows: after introducing the terminology, we construct two examples...
using the task sets of two virtual machines that are to be integrated into a single host in Section 3. We demonstrate that the assignment of a single budget (i.e., treating the VM-internal scheduling as a black box) does not suffice to meet the timing requirements of both VMs. Section 4 presents in greater detail how guest scheduling information can be exported to the host in order to flatten the hierarchical schedule and resolve the issue of integrating these subsystems. Section 5 demonstrates these modifications on the example of FreeRTOS and Linux-RT. In Section 6, we evaluate our approach with regards to the lines of code that had to be changed for these case studies and the performance implications that resulted from these changes. With Section 7 we conclude the paper by discussing the limitations and preliminary ideas how to overcome them.

2. TERMINOLOGY

Mixed-criticality systems [5] integrate tasks of different importance (criticality) into a single system while preserving run-time robustness. That is, they drop tasks in the order of increasing criticality if not all tasks can be serviced. In safety-critical settings, assurance in the execution of critical tasks is typically established by certifying more critical tasks at higher assurance levels and with tools that are more pessimistic in the characterization of these tasks. As usual, we assign each task \( \tau_i \) the assurance (or criticality) level \( L_i \) up to which \( \tau_i \) is certified and assume that it is also analyzed with the tools of all lower criticality levels. More precisely, we assume that for any two VMs \( A \) and \( B \), the criticality levels of the tasks that execute inside these VMs are comparable (i.e., \( L_i^A \geq L_j^B \lor L_i^B \geq L_j^A \)) and that all tasks are analyzed at all lower criticality levels (including those of tasks in other VMs).

For real-time systems, we obtain a task model for \( \tau_i \) by replacing the worst-case execution time \( C_i \) of \( \tau_i \) with a vector of worst-case execution times — one per criticality level — such that \( C_i(L) \geq C_i(L') \) for \( L \geq L' \). For better readability, we set \( C_i(L) := C_i(L_\tau) \) for \( L \geq L_\tau \). In the remainder of this paper, we shall use the sporadic task model. That is, a task \( \tau_i \) is characterized by its period (minimal interarrival time), relative deadline, criticality level and worst-case execution time vector: \( (T_i, D_i, L_i, C_i) \). We assume implicitly constrained tasks (i.e., \( D_i = T_i \)). The mixed-criticality (MC) scheduling problem can be phrased as follows: for each criticality level \( L \), if no job of a task \( \tau_j \) with criticality level \( L_j \geq L \) executes longer than \( C_j(L) \), find a schedule such that all jobs of all tasks with criticality level \( \geq L \) complete by their deadline.

As usual, we say a schedule is feasible if it is a solution to the scheduling problem. A scheduler is optimal if it finds a feasible schedule whenever there exists one. The MC scheduling criterion gives rise to schedulers that deny the \( k^{th} \) job \( \tau_{i,k} \) of a lower-criticality task \( \tau_i \) its requested service if a job \( \tau_{j,l} \) of a higher-criticality task \( \tau_j \) executes longer than \( C_j(L_j) \). In this case, we say \( \tau_{j,l} \) denies \( \tau_{i,k} \) and call the earliest point in time by which \( \tau_{i,k} \) has executed longer than \( C_j(L_j) \) without completing the criticality decision point of \( L_j \).

Virtualization is a technology to run legacy systems, that is operating systems and their applications on a Virtual Machine Monitor (VMM), sometimes also called hypervisor. Following commonly used terminology, we refer to the entities provided by the VMM as Virtual Machines (VM), the legacy systems running in VMs as guest (operating) systems and the (operating) system running the VMM as host.

Scheduling in virtualized systems is typically strictly hierarchical. Each VM contains a scheduler whose responsibility it is to meet all the deadlines of the tasks that belong to this VM. The host scheduler then combines these guest schedules by assigning each VM a fraction of the CPU time. This fraction is typically characterized by a budget.

Besides having to meet the timeliness guarantees of the VMs, the host is also responsible for enforcing a certain degree of isolation between all guests. For safety-critical systems, the host must at least ensure that:

(R1) Scheduling in VM \( A \) must not depend on another VM.

Figure 1: System architecture showing a system with two running VMs.
Referring again to Figure 1, the hypervisor including the host scheduler must necessarily be trusted by all guests and hence certified at the highest criticality level. The VMMs must be trusted only up to the extent that the guest OS and its scheduler have to be trusted. That is, they must be certified at the highest criticality level of the tasks in the task set of the VM.

Other settings may impose further constraints on the isolation of VMs such as for instance the complete absence of covert channels [32]. However, for this paper, we restrict ourselves only to the above two constraints for mixed-criticality systems.

3. MOTIVATING EXAMPLES

The following two examples illustrate the need for multiple and, at the level of the host scheduler, interleaved budgets. In the first example, this need arises with as low as two mixed-criticality virtual machines (VM A and B), which schedule task sets comprised of two respectively three sporadic tasks with two criticality levels $HI > LO$ and different periods. All tasks in the second example share the same period of 8 units of time. The criticality levels of these tasks are $HI > MED > LO$. Table 1 contains the parameters for Example I, Table 2 for Example II. All units are normalized to the host system. We assume optimal mixed-criticality schedulers in both VMs and neglect all times spent in the host or guest operating systems. Both examples assume that the hypervisor schedules VMs strictly hierarchically. That is, it assigns exactly one budget to each of the two virtual machines VM A and VM B.

Sisu Xi et al. [38] propose to meet guest system timeliness properties by running each VM as a bandwidth server and allocate budgets proportional to the utilization. To ensure that even systems with very small periods can be handled, the budgets are allocated in very small portions. The paper reports that splitting up budgets into chunks of 1ms do not lead to significant performance problems, but state that with much smaller chunks the additional scheduling overhead becomes prohibitive. In our examples, we ignore the overheads introduced by small chunks and assume, arbitrarily small chunks can be selected without penalty. For our first example, we shall further allow the host scheduler to adjust budgets dynamically. In this way, the examples we give describe idealized systems.

(R2) The scheduling and, in particular, the feasibility of a schedule in a VM A must not depend on the correctness of any component (including the scheduler) in any other VM B.

Because a guest scheduler in a virtual machine must be certified at least up to the criticality level of the tasks it schedules, we can relax the latter requirement for mixed-criticality systems:

(R2') The feasibility of a schedule produced by VM A for a criticality level $L_i$ must not depend on the correctness of lower than $L_i$ certified schedulers and components in other VMs.

3.1 Example I

Figure 2 shows a schedule for the simultaneous release of the task set of Example I. We can distinguish four phases which correspond to the periods of the tasks $\tau_1^A$ and $\tau_2^B$. Irrespective of when the hypervisor switches to VM A or VM B in the first phase, VM A and VM B cannot both execute $\tau_1^A$ for $C_1(LO)$ and $\tau_2^B$ for $C_4(LO)$ while meeting the low deadlines of $\tau_1^A$ and $\tau_2^B$ if both $\tau_1^A$ and $\tau_2^B$ would complete before their criticality decision points. For the same reason $\tau_1^A$ cannot completely be delayed to Phase II. As a consequence, A needs at least a budget of 2 in Phase I and B a budget of at least 1. Figure 2 illustrates the case where both VMs receive the same budget of length 2. It is easy to see that the arguments that we give hold also for all other sensible budget assignments. With a 2 : 2 budget assignment in Phase I, VM A can execute $\tau_1^A$ for one unit of time, which allows the scheduler in VM A to decide whether $\tau_2$ is released or, if $\tau_1^A$ does not complete by $C_1(LO)$, whether to allow further execution of $\tau_1^A$. Remember the mixed-criticality scheduling rule gives no further guarantees to LO tasks if a HI task executes longer than its LO WCET. VM B has to execute $\tau_2^B$ because VM isolation (R1) prevents B’s scheduler from knowing whether or not $\tau_1^A$ has already completed by $C_1(LO)$. It may drop $\tau_2^B$ only after $\tau_1^A$ has executed longer than $C_3(LO)$. Following Baruah et al. [6], we call the situation caused by $\tau_2^B$ criticality inversion. Following a 2 : 2 budget in Phase I, A needs at least a budget of 2 in Phase II to guarantee completion of $\tau_2^A$ in the situation when $\tau_1^A$ did not complete by $C_1(LO)$. An assignment of a larger budget to A is counterproductive as this would result in a remaining LO utilization for the two remaining phases of 1 and a remaining HI utilization of 9/8 (i.e., > 1). If both $\tau_1^A$ and $\tau_2^B$ are not completed by their LO WCETs, a completion by their HI WCETs can therefore no longer be guaranteed. The key insight that completes this example is that any execution of $\tau_1^A$ for longer than 1 unit of time may result in $\tau_1^B$ missing its deadline if it has executed longer.
than \( C_i(LO) \). However, without knowing the progress of \( \tau^B \), VM A cannot decide whether or not to execute \( \tau^A \) at time 14 in Phase IV. Following the same line of argumentation, it is easy to see that also for other budget assignments the taskset in Table 1 is not feasible for mixed-criticality hypervisors that assign only one budget per VM. A priority assignment \( \pi \) with \( \pi(\tau^A) < \pi(\tau^B) < \pi(\tau^C) \leq \pi(\tau^D) \leq \pi(\tau^E) \), that is two budgets for VM A to execute \( \tau^A \) and \( \tau^C \), \( \tau^A \) interleaved with the tasks of VM B, however leads to a feasible (fixed-priority) schedule if we assume that VM A stops \( \tau^C \) latest after \( C_2(LO) = 1 \) and that it switches to its low budget if \( \tau^A \) completes before \( C_1(LO) \). To fulfill the Isolation Requirement (R2*), we do not have to require a similar precaution for \( \tau^A \).

### 3.2 Example II

Example II demonstrates the possibility of infeasible schedules when integrating two task sets with two tasks each and where all tasks share a single global strict period of 8 units of time. Table 2 contains the parameters of these task sets.

<table>
<thead>
<tr>
<th>VM</th>
<th>Task</th>
<th>( T_i )</th>
<th>( L_i )</th>
<th>WCET</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( \tau_1 )</td>
<td>8</td>
<td>HI</td>
<td>( C_1(HI) = 4, C_1(MED) = 2, C_1(LO) = 2 )</td>
</tr>
<tr>
<td></td>
<td>( \tau_2 )</td>
<td>8</td>
<td>LO</td>
<td>( C_2(LO) = 1 )</td>
</tr>
<tr>
<td>B</td>
<td>( \tau_3 )</td>
<td>8</td>
<td>HI</td>
<td>( C_2(HI) = 4, C_2(MED) = 2, C_2(LO) = 2 )</td>
</tr>
<tr>
<td></td>
<td>( \tau_4 )</td>
<td>8</td>
<td>MED</td>
<td>( C_4(MED) = 3, C_4(LO) = 3 )</td>
</tr>
</tbody>
</table>

Table 2: Task parameters for Example II.

To ensure that all high-criticality tasks meet their deadlines, a minimum of four execution units per period must be allocated to each VM. Otherwise, \( \tau^A \), \( \tau^B \), or both may miss their deadline if they fully need the execution time \( C_i(HI) = 4 (i \in \{1, 2\}) \) determined by the high WCET analysis tools. However, if \( \tau^A \) executes only for \( C_1(MED) = 2 \) of the four allocated units, the local scheduler of VM A will run \( \tau^C \) on the remaining time (2 units) because it has only a local view on its task set (see Isolation Requirement (R1)). If \( \tau^B \) then uses more than its low-criticality execution time \( C_2(LO) = 1 \), for example because of an error or because the scheduler in VM A does not enforce \( C_i \) for low-criticality tasks, then the medium-criticality task \( \tau^B \) may miss its deadline if both \( \tau^B \) requires \( C_4(MED) = 2 \) units and if \( \tau^B \) requires the third unit as predicted by the medium WCET analysis tool (\( C_2(MED) = 3 \)). Notice, the violation of the mixed-criticality scheduling criterion does not depend on a particular guest or host scheduler but merely on the assigned budgets. For as long as the host scheduler allows VM A to consume 4 units, \( \tau^A \) or \( \tau^B \) may miss their deadlines because the remaining 4 units do not always suffice for \( C_2(MED) + C_2(MED) \).

An assignment of multiple interleaved budgets again resolves this violation. Table 3 lists the global (i.e., host) priorities, parameters and tasks to run on these budgets. Like for Example I, we have to assume the scheduler in VM A to switch to its low budget if \( \tau^C \) completes before \( C_1(LO) \).

Our general approach to enable the interleaved execution of virtual machines is to flatten the hierarchical scheduling problem by exporting some parts of the guest scheduling to the host. At the current state of our research, exporting the required information to the host scheduler requires small modifications of the guest operating system. Moreover, we have to require that the results of the real-time analysis and hence the parameters of all real-time tasks in the task sets of all guests are available to the host scheduler for the purpose of a global admission. We believe that both requirements are adequate given that the host has to guarantee that all VMs meet the deadlines of all their tasks. In particular, deployment of binary guests remains possible after they have been enlightened for hosts that support flattening.

### 4. Exporting Guest Scheduling to the Host Scheduler

A scheduling property common to virtualization technologies is that schedulers in guest operating systems operate independently from the schedulers in other guests and in the host: The host schedules VMs by selecting the budget that it has associated with the virtualized CPU (vCPU). The schedulers in the guest operating systems make use of this budget to schedule their tasks.

In our approach, we attenuate this strict separation of schedulers by introducing an interface in the host, which allows VMs to allocate multiple budgets and to switch between these budgets on their demand. More precisely, during the startup phase of a virtual machine or later upon request from the VM, the host scheduler allocates the budgets in the form of scheduling contexts (SCs). After it has validated the schedulability of the system, it attaches the SCs to the virtual CPUs of the requesting VM. A virtual CPU (vCPU) may have multiple SCs attached in which case the guest can select the SC to run on. The set of parameters of a SC includes at least a global priority \( \pi \) and a budget \( b \) that is subject to some replenishment rule. In this sense, our approach is generally applicable to all host scheduling policies that select VMs (in our case SCs) from the set of highest prioritized VMs (SCs) with a positive remaining budget. In particular, our approach extends to scheduling schemes such as RT-Xen with small and frequently replenished budgets (if we limit the selection to the highest prioritized SCs) and to more classical global or partitioned fixed-priority schemes where each SC has a period \( T \) to denote when budgets are replenished and hence after which time the next job of a task is released. Of course, for a partitioning host scheduler, the physical CPU becomes an additional parameter of an SC and all SCs that are associated with a vCPU must agree on this parameter.

In addition to an interface for requesting an SC, which the host scheduler is able to validate before it associates this SC with a vCPU of the VM, the interface offered to guest schedulers consists of the following two functions:

- \texttt{set\_sc(id\_sc)} deactivates the current SC of the vCPU that invokes this function and activates the SC referred
to by \texttt{id\_sc}. Identifiers like \texttt{id\_sc} are local to the invoking VM and have to be translated by the host to the actual SC. During this translation, the host scheduler also validates that the referred SC is associated with the requesting vCPU of this VM.

\texttt{register\_event(id\_sc, event, function)} associates the specified event (e.g., an interrupt) with the SC. Upon occurrence of this event, the host activates this SC and, if this SC gets selected, invokes the VM at the specified function.

We defer the discussion of \texttt{register\_event(id\_sc, event, function)} and its use for triggering interrupt service routines to Section 4.2. For now, let us focus on \texttt{set\_sc(id\_sc)} to see how voluntary switches between SCs help resolve the scheduling problems raised in Section 3.

To keep the operation of the above two functions simple, it is convenient to assign each vCPU a default scheduling context (Default-SC). The priority of this Default-SC is the lowest host priority level. The budgets and in particular the replenishment and switching times of course depend on the host scheduling policy. However, to ensure progress of the non-real-time tasks of the individual VMs a Round-Robin or weighted Round-Robin scheme suggests itself. That is, VMs running on the Default-SC receive an equal or weighted proportional share of the time that remains after scheduling the real-time workload of all VMs.

We illustrate these steps in Figure 3. This figure highlights the use of \texttt{set\_sc()} to resolve the mixed-criticality scheduling problem of Example II. Of course, the three budgets in Table 3 already resolve this problem if the host creates three SCs with the same parameters as the budgets in this table and if the guest scheduler in VM A invokes \texttt{set\_sc()} to switch from the SC for budget A1 to the SC for budget A2 in the event that \( \tau_i^A \) completes before \( C_i(LO) \). However, more insights in our approach can be drawn from a discussion of this scenario with two budgets for each of the two VMs (i.e., one SC (\( SC_i^A \)) for each of the four tasks (\( \tau_i \)) parametrized as described in Table 2). The priorities \( \pi \) of these SCs are \( \pi(SC_i^A) = \pi(SC_i^B) = 1 \), \( \pi(SC_i^B) = 2 \), and \( \pi(SC_i^D) = 3 \). Smaller numbers stand for higher priorities. We explain the solution for Example II for the simultaneous release of all tasks. At time 0 (relative to this simultaneous release), both \( SC_1^A \) for \( \tau_1^A \) and \( SC_2^A \) for \( \tau_2^A \) are active. Irrespective of the host scheduling policy, both VMs receive a share of 4 units at the highest priority to complete \( \tau_1^A \) and \( \tau_2^A \) in the event that not both complete before \( C_i(LO) \), respectively before \( C_i(MED) \). If any of these tasks completes latest after 2 units, the corresponding guest scheduler invokes \texttt{set\_sc(SC_i^A)} (for VM A) or \texttt{set\_sc(SC_i^B)} (for VM B) to switch to the respective lower prioritized scheduling context. Fig. 3a and b depict this situation for the case where \( \tau_1^A \) completes first. After both VMs have dropped to their lower prioritized budgets (Fig. 3c), \( SC_i^B \) has a higher priority than \( SC_i^D \), which allows \( \tau_2^B \) to complete even in the case that \( \tau_1^A \) exceeds its budget. Finally \( \tau_2^B \) runs (Fig. 3d), completing the sequence.

### 4.1 Guest Task to Host SC Mapping

The two examples and in particular the two solutions to Example II show that the number of exported SCs heavily depends on the host and guest scheduling policies and on the workload to be scheduled. For fixed-priority schedulers in all guests and in the host and for criticality monotonic priority assignment [6], a relatively easy mapping of guest tasks to host SCs is demonstrated in the 4 SC variant of Example II: The scheduling parameters of every task are directly exported and the local priorities are interleaved in such a way that criticality levels are preserved. That is, the priorities of all high-criticality tasks are strictly higher than the priorities of all medium-criticality tasks and all low-criticality tasks, etc. The interleaving within these priority bands must of course be validated by the admission test performed by the host.

The two examples also show possibilities for reducing the number of SCs. For example, Table 3 shows a mapping for Example II with one SC per criticality level. As the focus of this paper is on introducing an easy to use mechanism for integrating VM workloads by flattening the hierarchical scheduling problem, we leave an exhaustive analysis of guest task to host SC mapping for future work.

### 4.2 Interrupt Service Routines

We now turn our attention to the second function \texttt{register\_event()} and on one specific implementation detail of VM internal scheduling: interrupt service routines. At the same time, we relax our assumption that host and guest scheduling comes at no cost.

Scheduling decisions in VMs are triggered by injecting interrupts such as timer or device interrupts. Upon receiving these interrupts, the guest runs the corresponding interrupt service routine to decide how to react on these asynchronous events and how to adjust the VM internal scheduling. For example, a guest with one-shot timer may have programmed...
a timer to the minimum of the absolute deadline of the currently active task and to the point in time when the budget of this task will be depleted. Upon receiving this timer, the timer service routine invokes the scheduler to select the next task to switch to. From the perspective of the VM, this service routine runs non-preemptively, that is, effectively at a priority above the priorities of all tasks. However, to limit the interference from these events on other VMs and to maintain the principle operation of the VMs in the first place, the host must be able to integrate interrupts into the SC scheme and activate SCs in the course of injecting interrupts into the VM. The register_event() function serves the purpose of informing the host about which SC to activate for which event. The connection between the interrupt and the to-be-invoked service routine is already known to today’s VMMs. Our implementation therefore differs in that the SC-to-event assignment and the event-to-function assignment are realized as two separate functions.

Figure 4: Scheduling context activation at the occurrence of asynchronous events such as interrupts or the expiration of a timer. The interrupt service routine always runs on $A_1$ until the guest scheduler, which it invokes, decides which task to run.

Figure 4 shows a detail of the release of $\tau_1$ and the activation of the interrupt service routine that follows. Fig. 5 presents the same step-by-step illustration as Fig. 3 but for the scenario of Fig. 4, which includes interrupts. At time $t$, the host receives an interrupt (IRQ), which triggers the release of $\tau_1$ and later (at time $t'$) of $\tau_2$ in VM A. The hypervisor therefore switches to the VMM of VM A, which in turn injects the interrupt into this VM. Because the interrupt is associated with $SC_{A_1}^1$ (i.e., budget $A_1$), the interrupt service routine always runs on this highest prioritized scheduling context. In the first situation (at time $t$), the guest scheduler releases $\tau_1$ and drops to $SC_{A_2}^2$ (i.e., budget $A_2$) only if $\tau_1$ completed before $C_1(LO)$. In the second event (at time $t'$), the guest scheduler immediately switches to $SC_{A_2}^2$ to release the second job shown for $\tau_2$.

4.3 Required Guest OS Modifications

At the current state of our research, small modifications to guest operating systems are required to make use of multiple scheduling contexts. For an arbitrary guest, we have to add the following functionality:

- After every priority change, the corresponding SC must be activated by means of set_sc() (if this SC is not already active). A common place where this call to set_sc() must be made is after the invocation of the scheduler before the code for switching tasks is invoked.

- For every interrupt service routine that has an SC associated with it, set_sc() must be called when the service routine returns to the currently active task in the guest. Otherwise, the task would continue executing at the level of the interrupt routine, which in many guests corresponds to a non-preemptive execution.

For specific guests a subset of these modifications may suffice depending on the features the guest already provides. In the next section we discuss how the functionality is added to two real-time guest operating systems (RTOSs).

5. CASE STUDIES

For our experiments, we implemented flattening support in the Fiasco.OC microkernel [1] and into two operating systems, which we run as guests. Fiasco offers virtualization support in the form of specialized threads called virtual CPUs (vCPUs), which in addition to the user accessible registers provides also storage for the state that is typically accessible only from the kernel. That is, vCPUs abstract from the implementation details of the virtualization support in modern hardware architecture (for example, from the Virtual Machine Control Structure (VMCS) of Intel x86 CPUs [17]). Virtualization events are, as common for microkernel-based systems, reflected as messages and delivered with the inter-process communication (IPC) mechanism to application level virtual machine monitors. Therefore, taken together, the unprivileged VMMs and the microkernel serve as a type I VM in the scenario depicted in Figure 1. The VMM for faithful virtualization was built using the Palacios VMM library [24].

Fiasco implements a generic interface, which allows application level schedulers to set the parameters for the in-kernel scheduling policy. Building upon the internal infrastructure of the kernel, exposing multiple SCs and attaching them to interrupts was straightforward. Regarding the handling of
multiple SCs by the in-kernel scheduler, there are two principle ways this can be accomplished: Either the scheduler selects threads (or vCPUs) based on their position in the ready list, which is determined by the highest prioritized active SC that is attached to this thread; or active SCs occupy the ready list in the first place and the scheduler selects first the SC and then the thread attached to it. Both variants have their benefits and drawbacks depending on the frequency of SC switches and on the likelihood of finding a blocked thread, which in the second variant implies a lazy dequeue operation of all its SCs.

For this paper, we used Fiasco’s fixed-priority scheduler. That is, the parameters for SCs are periods (implicit deadlines), budgets and priorities and SCs are scheduled according to these fixed priorities with a Round Robin scheduler for those SCs with the same priority.

In the remainder of this section, we describe some important details on the changes required to two popular operating systems: FreeRTOS and Linux-RT. In the examples, \texttt{set_sc(ID)} denotes a switch of the SC of the calling vCPU. The ID identifies the SC for activation. The specific implementation varies because of the different implementations of hypercalls. Faithfully virtualized guest operating systems invoke the hypervisor and hence the VMM through a special machine instruction (\texttt{vmcall} on x86), which in turn the hypervisor reflects as an IPC message to the VMM. Paravirtualized guests can directly invoke system-calls of the hypervisor to communicate with their VMM. As both techniques build upon vCPUs, the detailed implementation is transparent to the host scheduler.

Depending on the host scheduler, it is possible to implement optimizations for deferred scheduling when \texttt{set_sc(ID)} gets invoked. For example, the switch to a higher prioritized SC may be deferred to the point in time of the next preemption or the switch could be dropped if the current SC gets activated.

To simplify the presentation of our guest OS modifications, we restrict our examples to two SCs: the Default-SC and one SC to handle high priority work. Elevation of a VM to a higher host priority (i.e., to the SC for the high priority work) is triggered by a single interrupt. Switching away from this SC targets the Default-SC. An extension to multiple different SCs at different priorities is straightforward.

5.1 FreeRTOS

The real-time operating system FreeRTOS typically comes with no memory protection between tasks\(^2\). The scheduler in FreeRTOS allows multiple tasks to run concurrently at static priorities. Preemptive and non-preemptive variants of this scheduler exist. In our implementation, we exclusively use the preemptive version, which calls the internal scheduler for each timer tick. This timer tick is associated with the host scheduler and is triggered by a single interrupt. The synchronization mechanism to switch between multiple interleaved-priority SCs is broker. We now introduce two further use cases, which benefit from these enhancements.

The "rare-alarm" example includes two subsystems: \(S_1\) consisting of \(\tau_{\text{alarm}}\) and \(\tau_{\text{book}}\) and \(S_2\) consisting of \(\tau_{M}^{2}\). \(\tau_{\text{alarm}}\) is a sporadic task and \(\tau_{\text{book}}\) is a best-effort task, which gathers statistics for maintenance purposes. \(\tau_{\text{alarm}}\) has a low minimum inter-arrival time and a WCET nearly as high as the inter-arrival time leading to very high utilization. \(\tau_{M}^{2}\) is a high-utilization task. \(\tau_{\text{alarm}}\) has an extremely low probability for high-frequency alarm showers, but the importance

\[\texttt{void xvPortPostSchedule(unsigned prio)}\]
\[\{
\texttt{if (prio < RT_BASE_PRIO)}
\texttt{set_sc(ID_SC_DEFAULT);}
\}\]

Figure 6: SC switching function for FreeRTOS.

5.2 Linux

Linux is a widely used and popular operating system that can be used for a wide range of use cases. With the ongoing work on improving the preemptiveness of the kernel and with the merge of a significant part of the Linux-RT patch, it is also increasingly used for real-time workloads. Linux priorities are divided into a range for time-sharing and an exclusive range for real-time processes. This distinction makes the implementation of the SC switching function straightforward as listed in Figure 7. Referring to Linux kernel version 3.3, the function \texttt{post_sched_sc(current)} is called within the function \texttt{finish_task_switch()} in \texttt{kernel/sched/core.c}\(^3\).

To switch back to the Default-SC in the case no scheduling decision will be made after an interrupt has occurred, we introduce the function \texttt{irq_no_sched()}. It is called in the code paths for exiting interrupts as shown in Figure 8. Referring to Linux 3.3, a convenient location to call \texttt{irq_no_sched()} is the function \texttt{irq_exit()} in \texttt{kernel/softirq.c}. The synchronization in \texttt{irq_no_sched()} is required to atomically check the rescheduling condition with the actual operation. Otherwise, if an interrupt occurred meanwhile, a possible RT-task would be switched back to the default SC.

Using and mapping multiple RT-tasks within Linux to different SCs is also possible by enhancing the two presented functions.

6. EVALUATION

6.1 Further Use Cases of Flattening

Although we draw examples from mixed-criticality scheduling, the application field of flattening and of the mechanism to switch between multiple interleaved-prioritized SCs is broader. We now introduce two further use cases, which benefit from these enhancements.

The "rare-alarm" example includes two subsystems: \(S_1\) consisting of \(\tau_{\text{alarm}}\) and \(\tau_{\text{book}}\) and \(S_2\) consisting of \(\tau_{M}^{2}\). \(\tau_{\text{alarm}}\) is a sporadic task and \(\tau_{\text{book}}\) is a best-effort task, which gathers statistics for maintenance purposes. \(\tau_{\text{alarm}}\) has a low minimum inter-arrival time and a WCET nearly as high as the inter-arrival time leading to very high utilization. \(\tau_{M}^{2}\) is a high-utilization task. \(\tau_{\text{alarm}}\) has an extremely low probability for high-frequency alarm showers, but the importance

\(^2\)FreeRTOS support memory protection units (MPUs) however their use is not typical for the application fields of FreeRTOS.

\(^3\)\texttt{kernel/sched.c} prior to version 3.3.
of meeting the deadline in these rare situations is very high. \( \tau_2^M \) is much less important than \( \tau_{alarm} \), but more important than the maintenance task \( \tau_{book} \). Without guest-host interaction in the form described in this paper, \( \tau_{book} \) will use budgets reserved for the rare occasions of alarm showers and block \( \tau_2^M \) in most situations.

Another example are systems with interactive processes. Common desktop operating systems have means to discover highly interactive tasks and use this information to boost their priorities. If several virtual machines with such interactive tasks change focus, single-budget allocation schemes cannot consider these priority boosts without knowledge of guest-task priorities. A way of solving this issue is to use a high switching frequency between the VMs. However, this increases the overhead as the VM switching has to be done periodically. The assignment of multiple (keyboard and mouse) interrupt triggered SCs allows to minimize these switches to when they are needed.

### 6.2 Guest Modifications

To quantify the changes required on the guest operating system, we count the number of lines that had to be added to each of the guest variants for switching SCs. We count here only the changes required for SC switching, not for paravirtualization itself. Moreover, we assume the availability of basic infrastructure code, for example, to issue hypervisor calls. Table 4 summarizes these changes.

FreeRTOS requires only the addition of one function plus the calls activating this function after scheduling decisions. Both sum up to a 10 line patch. We applied the two virtualization techniques to the same Linux version. The same modification was required to switch SCs after scheduling decisions. That is, the modification differs only in the IRQ exit paths, however, not in the amount of code that has to be added.

SC setup requires additional code during the startup of the VM or in the event that additional real-time tasks arrive.

<table>
<thead>
<tr>
<th>Guest</th>
<th>Added Source Code Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>FreeRTOS (para-virtualized)</td>
<td>10</td>
</tr>
<tr>
<td>Para-virtualized Linux</td>
<td>22</td>
</tr>
<tr>
<td>Fully-virtualized Linux</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 4: Added source lines of code to each guest variant.

However, because this code is largely dependent on the guest and host scheduling policy, lines-of-code statistics would not easily be comparable.

### 6.3 Runtime Costs

The modifications to the guest operating system incur no measurable overhead when SCs are not switched. Assuming that \( set_{sc}() \) will call out only when the SC must actually be changed, the overhead is negligible because in this situation \( set_{sc}() \) boils down to a simple check for equality between the IDs of the current and the targeted SC. In addition, inlining of \( set_{sc}() \) eliminates the function call overhead.

### 6.4 Scheduler Context Activation Latency

The costs for actually switching to a new SC are dominated by the costs to call out of the VM into the hypervisor. We have evaluated these costs in a benchmark running on an AMD Phenom 8450 based system clocked at 2.1GHz.

<table>
<thead>
<tr>
<th></th>
<th>Cycles</th>
<th>( \mu s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Para-virtualized</td>
<td>795</td>
<td>0.4</td>
</tr>
<tr>
<td>Fully-virtualized</td>
<td>5863</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 5: Average SC activation latencies. Cycles were measured using processor's time stamp counter (TSC), times are given for comparison.

Table 5 lists the average SC activation cost for the two types of virtualization used. A call from within a faithfully virtualized environment is more costly than in a paravirtualized guest. In a faithfully virtualized system, the hypervisor consists of a \texttt{vmcall} instruction. Calls out of paravirtualized guests can directly use the host system call interface and hence benefit from the faster kernel entry.

### 7. LIMITATIONS AND FUTURE WORK

Currently, we require explicit call-outs of the guests to trigger SC switches. This of course only works if the source code of the guest is available for modification and can be recompiled. As this possibility might not always exist, a way to run unmodified guests would be desirable. The challenge of such a solution is to detect the locations where priorities change within the guest. Whether or not these limitations can be overcome, for example using techniques such as binary rewriting, has to be subject to further research. Considerable knowledge of guest OS kernels is required to identify those locations and it remains open whether or not this can be achieved.

For the overall system an admission must be performed which decides whether a VM, or more general, a subsystem, can be admitted to run on the system. Due to a possibly
dynamic nature of subsystems, the admission should be done at runtime. Finding ways to dynamically generate a set of scheduling parameters that can be handled practically is a challenging task. Connected with that is the challenge of extracting runtime information out of guests by techniques such as profiling and event logging.

So far our guests and the host use static-priority based scheduling, which allows the construction of a mapping from guest to host priorities and especially to consider priorities across multiple VMs. Dynamic-priority based algorithms in the guest do not map as easily to a host with static priorities. Guests may use algorithms such as Earliest Deadline First (EDF) if the task set, which is scheduled according to this algorithm, is only exposed to the host as a single parameter set. Interleaving tasks scheduled with EDF across VMs or treating tasks from a single VM differently would require an EDF scheduler in the host as well. This also raises the challenge of mapping EDF guest tasks to another set of EDF host parameters.

It remains to be seen whether the presented technique is applicable for other resources, such as disk, network, or graphics. Generally, multiple scheduling parameters are not only useful for VMs but can also be beneficial for work loads with – for example – differing quality levels. Primary targets might be video decoding and game engines.

8. RELATED WORK

Virtualization of timing-critical systems has been considered before. In the commercial context several vendors offer real-time operating systems that also allow running virtualized guest operating systems in compartments, among them being VirtualLogix [35], PikeOS [29] and OKL4 [28]. The virtualized operating system needs to be adopted to run in those environments. For example, this has been implemented on a commercially deployed mobile phone, running a Linux and the UMTS software stack side by side [15]. Forthcoming hardware support for virtualization on the ARM architecture will improve currently used virtualization techniques [27]. Time partitioning is a popular method to ensure temporal isolation. PikeOS uses a certified time partitioning technique to isolate subsystems and those partitions can run a paravirtualized Linux version [18]. In the research community virtualization in embedded systems has also been worked on. Proteus [3, 19] is using periodic task sets to fully virtualize operating systems without the need to modify them on the PowerPC architecture. Xen [4] is a popular virtualization solution for servers but has also been ported to the ARM architecture [37] and then evaluated for real-time use [7, 31]. Kinebuchi et al. [20] implemented a hypervisor to host an RTOS and commodity operating systems and evaluated against an L4 solution. Using an L4-based system, it has been researched which costs are induced by introducing address space isolation in Linux-RT environments [26] by building real-time applications using an improved environment that implements real-time threads using host threads. Using specific features of ARM CPUs and their utility in real-time environments has been evaluated in [12]. Kiszka evaluated the use of Linux and KVM as a real-time hypervisor [21] by measuring scheduling latencies and introducing a paravirtualized scheduling interface for guests. Follow-up work examined Linux-KVM for use in embedded systems [22]. Zuo et al. also examined a KVM-based solution for low-latency virtualization [40]. Cucinotta et al. applied hierarchical real-time theory in a system with KVM by scheduling VMs with reservations [8]. In IRMOS an EDF scheduler in Linux is used to schedule KVM VMs with a guaranteed share [9].

Virtualization inevitably includes stacked scheduling which has been researched in form of hierarchical schedulers. Real-time tasks are grouped into applications with their own local scheduler, multiple applications run on the host. Applications are modelled as servers. Zhang et al. investigated hierarchical scheduling on single processors with earliest deadline first schedule being used as the local scheduler and EDF or fixed-priority as the global one, using independent local tasks [39]. Saewong et al. analyse fixed-priority scheduling in hierarchical configurations [30]. Feng et al. propose a multi-level approach to partition subsystems [11]. Davis et al. investigate hierarchical scheduling on uni-processors with fixed-priority preemptive scheduling in both the global and local schedulers [10]. Time-demand analysis techniques [2] can be used to express waiting times of subsystems.

9. CONCLUSIONS

Some scheduling problems that arise from the integration of real-time systems as guests in a real-time capable virtualization system cannot be solved without VMM control over guest tasks. More generally, in a hierarchical scheduling setup an outer stage must have knowledge about an inner stage configuration, possibly flattening the scheduling. The core of the problem turns out to be a mixed-criticality problem. We showed, how central control exercised over guests tasks can be used to overcome these problems. We also demonstrated how such controlling mechanisms can be provided using several scheduling contexts for real-time guest schedulers in the host scheduler. At the current stage of our research, tiny modifications of the guest OS are needed and a mapping must exist from guest to host scheduling.
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