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Abstract

Although modern computer systems process increasing amounts of sensitive, private, and valuable information, most of today’s operating systems (OSs) fail to protect confidential data against unauthorized disclosure over covert channels. Securing the large code bases of these OSs and checking the secured code for the absence of covert channels would come at enormous costs. Microkernels significantly reduce the necessarily trusted code. However, cost-efficient, provable confidential-data protection in microkernel-based systems is still challenging.

This thesis makes two central contributions to the provable protection of confidential data against disclosure over covert channels:

- A budget-enforcing, fixed-priority scheduler that provably eliminates covert timing channels in open microkernel-based systems; and
- A sound control-flow-sensitive security type system for low-level operating-system code.

To prevent scheduling-related timing channels, the proposed scheduler treats possibly leaking, blocked threads as if they were runnable. When it selects such a thread, it runs a higher classified budget consumer.

A characterization of budget-consumer time as a blocking term makes it possible to reuse a large class of existing admission tests to determine whether the proposed scheduler can meet the real-time guarantees of all threads we envisage to run. Compared to contemporary information-flow-secure schedulers, significantly more real-time threads can be admitted for the proposed scheduler.

The role of the proposed security type system is to prove those system components free of security policy violating information flows that simultaneously operate on behalf of differently classified clients. In an open microkernel-based system, these are the microkernel and the necessarily trusted multilevel servers.

To reduce the complexity of the security type system, C++ operating-system code is translated into a corresponding Toy program, which in turn is complemented with calls to Toy procedures describing the side effects of interactions with the underlying hardware. Toy is a non-deterministic intermediate programming language, which I have designed specifically for this purpose. A universal lattice for shared-memory programs enables the type system to check the resulting Toy code for potentially harmful information flows, even if the security policy of the system is not known at the time of the analysis.

I demonstrate the feasibility of the proposed analysis in three case studies: a virtual-memory access, L4 inter-process communication and a secure buffer cache. In addition, I prove Osvik’s countermeasure effective against AES cache side-channel attacks. To my best knowledge, this is the first security-type-system-based proof of such a countermeasure. The ability of a security type system to tolerate temporary breaches of confidentiality in lock-protected shared-memory regions turned out to be fundamental for this proof.
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1. Introduction

Today’s mobile, desktop, and server systems are widely used to process data of high personal, commercial, or industrial value. Bank credentials, private email, content protected audio and video files, health care, and financial data are only a few examples of data whose confidentiality is worth protecting. Yet, despite many years of research on identifying [Kem83, KT96, KP91, TGC87, GM82], analyzing [Tro93, AB03, Mil89a], and mitigating [Hu91, Gra93, PN92] covert channels [Lam73], and despite an equally long history of academic and industrial efforts to build small, secure, and reliable operating-system kernels\(^1\) [SCS77, Fra83, Inc95, Kar88, Har85, FN79, SGLS77, KZB+91, SVJ+05, Inc09, LEA07], covert channels remain a serious security concern.

A covert channel is a communication channel that allows threads to transfer information in a manner that violates the system’s security policy [TGC87, Gal93]. In the presence of potentially harmful covert channels, no guarantees can be given as to whether attackers may learn information about the sensitive data a system processes, or, in other words, whether the confidentiality of sensitive data is preserved. On the other hand, a system can be secure even though covert channels exist. Covert channels are benign if they cannot be utilized or if the security policy has already authorized information flows between the communicating threads. To provably protect confidential data against leakage, we must therefore either demonstrate the absence of utilizable covert channels, or we must show that no thread with legitimate access to confidential data transfers information about this data over such a channel. Threads that do transfer information over a covert channel are said to leak this information.

Various covert channels have been identified in modern computer systems. In Section 2.1, I elaborate on the nature of these channels in greater detail. For now, let us only distinguish software-centric covert channels (such as locks on shared files, unintentionally shared regions of memory, or, more generally, software-implemented resources that reveal how other threads use them) from hardware-centric covert channels (such as disk-arm movement [KC91], electromagnetic radiation [Age72], or power consumption [KIJ99]).

There are two outstanding reasons why covert channels and illegal information flows remain an issue in today’s systems: the high costs of traditional formal and semi-formal methods to assure the absence of potentially harmful covert channels; and, the size and complexity of operating systems (OSs) in modern computer systems. Covert channel analysis costs are significant, both in terms of highly skilled personnel and in terms of labor hours, even if the analysis is carried out only on relatively small amounts of code [Smi01, HKMY87]. Yet, most of today’s computer systems run large and complex legacy OSs. The kernel of these OSs often exceeds 200,000 lines of code (LOC) [SPHH06] and contains presumably between 400 and 1200 bugs [CYC+01]. It is therefore little surprising that even security-enhanced legacy OSs [LS01] fail to protect confidential data against covert channels [GHRS05] and that only a small fraction of today’s OSs address covert channels at all [KS02].

\(^{1}\)The kernel of an operating system is the code that runs in the most privileged processor mode.
In this dissertation, I strive for the provably perfect protection of confidential data against software-centric covert channels in low-level operating-system code. Perfect means that even the leakage of a single bit of information is considered harmful.

To provably protect confidential data in operating systems, I propose to combine the complementary strength of two technologies: microkernels and security type systems, a static language-based information-flow analysis. Hence, this thesis is about provable confidential-data protection in microkernel-based systems.

In this combined approach, the role of the microkernel is to avoid covert channels by isolating differently classified applications, legacy OS instances and operating-system servers\(^2\). The role of security type systems is to prove the absence of those security policy violating information flows that isolation cannot sensibly avoid. These are the illegal information flows that follow from invocations of the microkernel or from invocations of operating-system servers that simultaneously operate on behalf of differently classified clients and that cannot be reinstantiated for each such client. In the following, I shall call these servers the multilevel servers of the analyzed microkernel-based system. The microkernel and the multilevel servers I shall call collectively the multilevel components of such a system.

The remainder of this introduction is organized as follows: next, I give a more detailed introduction on microkernels, on security type systems, and on the roles they play in the provable protection of confidential data in microkernel-based systems. Section 1.3 summarizes the contributions that this thesis makes and highlights the challenges that must be addressed. Section 1.4 discusses the scope of this thesis and the limitations of the results it presents, Section 1.5 concludes this introduction by giving an outline of the remainder of this thesis.

1.1. Microkernels

The design philosophy of microkernel-based systems [WCC+74] is to implement a universally applicable and absolutely reliable kernel — the microkernel. This kernel should implement only those mechanisms that allow for a convenient, flexible, and efficient implementation of OS facilities and policies outside the kernel. The determining criteria for tolerating a mechanism in the kernel is whether a required system functionality cannot be implemented if this mechanism would reside outside the kernel [Lie95].

Although first-generation microkernels [ABB+86, ZPS99, BCE+94, SESS96, ADH89] were rather large, inflexible, and slow, second-generation microkernels [Lie95, Hil92, HK93, Sha99, KV05, DdEE, SK08, PSLW09, Han99] have been able to demonstrate that these characteristics are not inherent. Second-generation microkernels achieve their goals with only three abstractions and two mechanisms:

- **Address Spaces**: mappings of address-space local identifiers to resources;
- **Threads**: activities that execute inside address spaces; and
- **Kernel Memory**: memory that the kernel can use to create threads, address spaces, user memory and other kernel-implemented objects.

\(^2\)Servers are application-level programs, which provide some OS functionality to other application-level programs.
Inter-process communication (IPC) and an access-control mechanism for kernel objects are the two mechanisms, which complement these abstractions. IPC implements a controlled exchange of messages between threads executing in different address spaces. The in-kernel access-control mechanism enforces the part of the security policy that seeks to control which operations threads can execute on a kernel-implemented object. Thereby, the unit of protection enforcement is the address space (i.e., all threads of an address space can exercise the same privileges). Examples of access-control mechanisms are access-control lists, capabilities [DH66, Sha99, SA07, DdEE, KV05, LW09, WL10, Ste09a], reference monitors [Lie92, SVJ+05] and access controls based on static [Inc95] or dynamic secrecy levels [VEK+07, ZBWKM06].

The size of second-generation microkernels is in the order of 14,000 LOC [SPHH06]. This is about a quarter the size of the kernel of the Vax VMM operating system [KZB+91]. Second-generation microkernels host a variety of systems [Sha99, HBB+98, HHF+05, Hil92, HERH93]. And, even paravirtualized [LUY+08, Hoh96, Lac04] and unmodified legacy OSs [PSLW09, SK08] run on top of microkernels or microhypervisors. A microhypervisor is a microkernel that supports unmodified guest OSs and deprivileged virtual-machine monitors [SGLS77].

A particularly interesting (and from an information-flow perspective also very challenging) class of microkernel-based systems are open systems as described in Deng et al. [DL97] and in Härtig et al. [HHF+05]. Open systems co-host not necessarily trustworthy legacy OSs and their applications next to security-sensitive and real-time-critical applications on top of a microkernel. As a consequence, microkernels for open systems must not only encapsulate potentially untrustworthy legacy OS instances; they must also meet the timing requirements of simultaneously executing real-time applications.

The co-hosting ability of open systems facilitates a construction principle, which significantly reduces the trusted computing base of security-sensitive or real-time-critical application scenarios: to split sensitive applications into critical and into non-critical parts and to reuse potentially untrustworthy legacy code for the non-critical parts [HBB+98, HPHS04]. In these split-application scenarios, it is customary to cryptographically protect [WH08, SPHH06] confidential data before the potentially untrustworthy legacy code can access it. However, in some scenarios, it is also feasible to grant potentially untrustworthy applications and legacy OS instances plaintext access to confidential data [HWS03]. Then, the primary responsibility of the microkernel and of the multilevel servers is to isolate the parts of split applications in such a way that confidential data cannot be leaked.

To avoid leakage, applications must be isolated both in a temporal and in a spacial manner. The enforcement of temporal isolation is the responsibility of the kernel-level scheduler. In real-time systems, the term temporal isolation is merely used to express the requirement that threads cannot violate the real-time guarantees (e.g., completion within a specified amount of time) of unrelated threads. However, as we shall see in Section 3.2 on page 57, the protection of confidential data against leakage requires a stronger form of temporal isolation: timing must not be a covert channel.

To isolate applications or parts of application-level programs in a spatial manner, all accesses to kernel objects, server-implemented resources, and to other application-level programs must have been authorized by the system’s security policy. To enforce this isolation with the in-kernel access-control mechanism, the to-be-isolated parts must be run in separate address spaces and local identifiers must refer only to legitimately accessible objects. This way, leakage is limited

3See Section 2.3.2 for a discussion about the relation between cryptography and perfect information-flow security.
to those objects to which the isolated threads in an address space have direct or indirect access. However, because in-kernel access-control mechanisms can only enforce restrictions on the release of information through system calls, information flows between legitimately accessible objects are beyond the control of these mechanisms [DD77]. Hence, in-kernel access-control mechanisms cannot prevent the microkernel from leaking information from one kernel object to another, nor can they prevent multilevel servers from leaking client information into the objects that the server implements for a differently classified client. This is where security type systems come into play.

1.2. Security Type Systems

Inspired by the early work of the Dennings [DD77], security type systems [VSI96] and related language-based approaches to information-flow security have evolved into powerful tools to statically check applications for the absence of security policy violating information flows. For an excellent overview see Sabelfeld and Myers [SM03].

Essentially, security type systems work in the same way as the data type systems of modern compilers: maintaining only the types of variables, both, security type systems and data type systems, abstract from concrete values and from the concrete expressions that compute these values; both infer the types of expression results from the types of the expression parameters; and, both check whether the types of these results are compatible with the types of the variables in which these results are stored.

The fundamental differences between security type systems and data type systems are the types on which they operate: data type systems operate on the common language data types int, float, bool, etc.; security type systems, on the other hand, operate on the secrecy levels of stored information respectively on the secrecy levels up to which eventual observers of a variable are cleared.

Security type systems infer the secrecy level of an expression result as the least upper bound of the secrecy levels of the expression parameters. Hence, they pessimistically assume that the expression produces an encoding, which reveals information about any data in these parameters. To also prevent leakages through the control flow of a program, security type systems also check variable assignments for implicit information flows. Whenever information is assigned to an observable variable, security type systems validate that the assignment happens in a context whose secrecy level is also legitimately observable. The context denotes where in the program the assignment is located. Its secrecy level is the least upper bound of the secrecy levels of the conditionals (e.g., of if-statements) that have directed the control flow of the program to this context. Hence, if legitimately observable data is written in a context that depends on a secret conditional, the secrecy level of this conditional is checked together with the secrecy level of the stored information by checking the least upper bound of both secrecy levels against the clearance of eventual observers. A secrecy level of a result is compatible with the clearance of eventual observers of a variable if all observer clearances dominate the secrecy level of this result. This is precisely the case if the greatest lower bound of observer clearances dominates the result secrecy level. I will therefore call this lower bound the clearance of this variable.

The lattice model [Den76] ensures that least upper bounds and greatest lower bounds always exist. A set of secrecy levels \( S \) and the partial order dominates \( \leq \) form a lattice \( (S, \leq) \) if and only if any non-empty finite subset \( S' \subseteq S \) of secrecy levels has a unique least upper and greatest lower bound.
1.2. SECURITY TYPE SYSTEMS

Sound security type systems accept only those programs that are free of security policy violating information flows. However, security type systems typically ignore the timing behavior of programs, and hence also the information programs leak through their timing behavior. As a consequence, security type systems are typically only sound with regards to a timing-insensitive (and often also termination-insensitive) information-flow property: timing and termination-insensitive non-interference [GM82]. Non-interference attests the complete absence of security policy violating information flows by requiring the checked program to produce the same output as seen by an arbitrary \( l \)-classified observer despite variations in \( \in l \) classified inputs.

To also address security policy violating information flows through the program’s timing behavior, Agat [Aga00a] suggests a class of program transformations for timing-insensitive non-interference-secure programs called timing-leak transformations. Provided a timing-insensitive security type system has already proven a program to be timing-insensitive non-interference secure, a timing-leak transformation eliminates the illegal information flows that encode secrets in the timing of internal and external events. Essentially, such a transformation replaces all secrecy-dependent operations of the to-be-transformed program with semantically equivalent operations that exhibit a secrecy-independent timing behavior. As a result, the timing of observable side effects of these operations can no longer depend on the timing of preceding secrecy-dependent operations. The transformed program is timing-sensitive non-interference secure.

Still, security type systems have their limitations, which justify their combined application with in-kernel access-control mechanisms:

**Completeness** Security type systems are not complete, that is, they cannot classify all information-flow secure programs as secure.

For example, typical security type systems will reject the two secure programs

\[ l = h; l = l - h \quad \text{and} \quad l = h; l = 0, \]

although both evaluate to \( l == 0 \) irrespective of the secret value in \( h \). Typical security type systems reject the first because they abstract from the concrete values in \( l \) and \( h \) and from concrete arithmetic operations \(+\) and \(-\). Therefore, they cannot detect that the subtraction removes the secret value \( h \) from \( l \). Control-flow-insensitive security type systems cannot accept the second example because they require all subprograms of a checked program to be secure on their own. Obviously, \( l = h \) is not secure if the temporary breach of confidentiality is not repaired in a subsequent assignment.

**Size and Complexity** Contemporary security type systems fail to accept some programs just because they are too large or to complex. In the foreseeable future, legacy OSs will likely remain in this class of uncheckable programs, even if one would undertake the challenge to secure them. However, the possibility to reuse these legacy OSs in open microkernel-based systems demonstrates the value of a suitable isolation mechanism besides program analysis.

**Unsafe Compiler Optimizations** Aggressive and thus potentially unsafe compiler optimizations can jeopardize the confidentiality guarantees of successfully-checked programs. However, in our setting, a restriction to safe compiler optimizations is justified

---

4The security type system in Hedin et al. [HS05] is an exception.
5In these programs and in similar examples in the remainder of this thesis, \( l \) and \( h \) are two variables with low respectively high secrecy levels. The security policy authorizes information flows from low to high but not vice versa.
only for the microkernel and for the multilevel servers: If a server can be re-instantiated for differently classified clients, a single instance of this server needs to hold only those information to which the clients of this instance are cleared anyway. Hence, if we assume that the kernel-level scheduler prevents scheduling-related covert channels, and if we further assume that neither the microkernel nor the multilevel servers can be used by their clients to illegally pass confidential information to other clients, an access-control mechanism, which allows clients to access only their respective server instances, suffices to prevent leakage. A central contribution of this thesis is to construct a static information-flow analysis, which establishes the second assumption for the microkernel and for the multilevel servers. However, the above reasons show that other programs need not to be subjected to such an analysis. Hence, they do not depend on safe compiler optimizations to preserve their confidentiality guarantees.

Low-Level OS Code Finally, as we shall see in greater detail in Section 4.2 on page 119, today’s security type systems cannot immediately be applied to the low-level operating-system servers of a microkernel-based system, nor can they produce sound results for the microkernel itself.

Taken together, a successfully checked microkernel with a temporally isolating scheduler and a sound security type system for low level operating-system code compensate the limitations of the respective other technology to provably protect confidential data in open microkernel-based systems.

1.3. Challenges and Contributions

This dissertation makes two central contributions:

1. A modified budget-enforcing fixed-priority scheduler that provably eliminates scheduling-related covert timing channels in open microkernel-based systems; and

2. A sound, control-flow-sensitive security type system to check low-level operating-system code for security policy violating information flows.

In the following, I give an extended introduction to these contributions.

1.3.1. A Secure Budget-Enforcing Fixed-Priority Scheduler

The abilities and limitations of access-control mechanisms to prevent illegal information flows that do not exploit timing behavior are well understood [Den76, Rus92, VEK+07, ZBWKM06]. However, timing leaks are beyond the control of these mechanisms. The first central contribution of this thesis is therefore a budget-enforcing fixed-priority scheduler that provably eliminates scheduling-related timing leaks in open microkernel-based systems. A scheduler is budget enforcing if it prevents threads with exhausted execution budget from running.

Operating-systems typically take one of the following two approaches to avoid scheduling-related covert channels: they add noise to all clocks and to all other timing sources [Hu91], or they partition the system in both a spatial and in a temporal manner [Gal93]. Security type systems for programs that run on specific classes of schedulers [SV98, SS00, RS06] and security type systems for programs that run on arbitrary schedulers [SS00] complement these OS-level solutions.
However, because open systems also run real-time-critical applications, neither the two OS-level solutions nor the language-based approaches are perfectly suited for open microkernel-based systems:

1. Fuzzy time [Hu91] reduces the bandwidth of scheduling-related covert channels at the cost of precise timing. Real-time workloads, which require exact timing information to take time stamps of incoming events and to trigger external signals at precise points in time, are thereby jeopardized [BCG+94]. Moreover, fuzzy time alone cannot effectively mitigate scheduling-related covert channels. Trostle [Tro93] substantiates this point in his model of fuzzy time systems. He shows that a high-bandwidth covert channel (with data rates in the order of 50 bits per second) remains even if clock fluctuations are high (e.g., randomly distributed between 1 ms and 19 ms).

2. Time-partitioned systems [Kop98] temporally isolate threads in different partitions without affecting clock precision. Hence, by assigning differently classified threads to different partitions, time-partitioned systems avoid scheduling-related covert timing channels. However, time-partitioning schedulers cannot run differently classified threads during those times when all threads of the active partition block. A scheduler that can reap benefit of these blocking times can therefore guarantee the in-time completion of significantly more real-time threads. The proposed fixed-priority scheduler reaps benefit of these blocking times.

3. Only successfully checked programs can safely be run if security type systems are the only means to avoid scheduling-related covert channels.

This thesis proposes two modifications to enable a budget-enforcing fixed-priority scheduler to provably eliminate scheduling-related covert channels:

**Countermeasure 1:** The first modification causes the scheduler to treat possibly leaking blocked higher prioritized threads as if they were runnable.

**Countermeasure 2:** The second modification causes the scheduler to defer the points in time when higher prioritized threads resume their execution.

As a result of the first countermeasure, other threads in the system can no longer distinguish whether a thread actually ran or whether the scheduler has merely treated this thread as if it were runnable. Consequently, alterations in a thread’s scheduling behavior no longer constitute a covert channel. In situations where a non-preemptively-executing low-prioritized thread attempts to leak information by delaying the resumption of a blocked higher prioritized thread, the second countermeasure prevents this leakage by always delaying this resumption to a safe point in time.

As we shall see in greater detail in Chapter 3, a budget-enforcing fixed-priority scheduler that implements these two countermeasures prevents all scheduling-related timing channels. Thereby, it preserves precise timing and most of the real-time guarantees an unmodified fixed-priority scheduler can give. Moreover, because the effect of the first countermeasure on lower prioritized threads can be quantified as a blocking term, a large class of existing admission tests can be reused. An admission test determines a-priori whether a scheduler will meet the real-time guarantees of all threads that this scheduler should run.
In the area of information-flow secure schedulers, the detailed contributions of this thesis are:

- *ReThMo*, a task model to describe real-time workloads for the purpose of proving budget-enforcing fixed-priority schedulers non-interference secure;
- An analysis of scheduling-related covert channels in fixed-priority schedulers;
- A non-interference-secure budget-enforcing fixed-priority scheduler;
- A formal model of this scheduler and a corresponding machine-checked non-interference proof;
- An analysis of the real-time guarantees that this scheduler achieves;
- A discussion of practical matters that have to be resolved to apply this scheduler in real-life systems; and
- A secure real-time resource access protocol to share resources in an information-flow-secure manner.

### 1.3.2. A Sound Security Type System for Low-Level Operating-System Code

The second central contribution of this thesis is a control-flow-sensitive security type system for the low-level operating-system code of microkernel-based systems.

The principles for provable operating-system security go back to the mid 70th [FN79, BL73, FLR77]. Recent approaches to formally verify the absence of security policy violating information flows are typically instantiations of Rushby’s non-interference framework [Rus92]. A proof in this framework involves proving two unwinding properties for all atomic transitions that a system can make.

However, although extensions of Rushby’s framework have successfully been applied to an access-control mechanism [Rus92], to a multi-applicative smart card [SRS+02], to the Infineon SLE66 smart card processor [vOWL03], and to an abstract Haskell model of an L4 microkernel [LEA07, Les06], none of these approaches establish non-interference for a concrete implementation. As experienced by Kemmerer and McHugh [HKMY87], the lack of automation, the difficulty of identifying covert channels from failed proofs, and the complexity of the proofs themselves result in significant costs for verifying non-interference at the source-code level. The seL4 verification [KEH+09] has shown that confidentiality-preserving refinement proofs [HPS01], which connect properties of an abstract model to a concrete implementation, are principally feasible for modern high-performance microkernels. However, the costs of such a proof are significant.

Security type systems are both easily automated and they avoid the costs of source-level non-interference proofs. However, to apply these analyses to low-level operating-system code, several challenges have to be mastered. As we shall see in greater detail in Section 4.2, such an analysis has to cope:

- with a combination of C++, C, and Assembler code;

---

6 The refinement proof for seL4 is limited to Hoare properties [BT82, Jac89]. Non-interference is not preserved under these refinements.
1.3. CHALLENGES AND CONTRIBUTIONS

- with interactions between the checked program, its clients, the kernel, and other servers;
- with peculiar execution environments and peculiar interactions with the underlying hardware;
- with code that exhibits non-deterministic behavior in these environments; and,
- with code for which the security policy is typically not completely known at the time of the analysis.

In part, these challenges have been addressed before [Sab01a, SM02, OCsC06, RS06]. However, as we shall see in greater detail in Section 4.3, contemporary language-based information-flow analyses for low-level operating-system code result in rather complex and unmaintainable security type systems when these type systems should check the microkernel or a multilevel server in its entirety. To avoid this complexity, the present work follows a different approach, which was originally suggested by Furuse et al. [FDKHN07].

The approach followed in this thesis is to first translate the C++ operating-system code into an intermediate programming language and to then check the translated program with a security type system for this intermediate language. Furuse et al. apply Gimple [SC08a], the intermediate language of the Gnu Compiler Collection. However, Gimple depends on a specific compiler and the translation from C++ to Gimple is not trivial. Hence, for an all-embracing compiler-independent soundness result, the translation from C++ to Gimple must be shown to preserve the semantics and information-flow properties of the checked C++ programs. To remain compiler independent and to avoid the costs of these refinement proofs, I introduce a new intermediate language called Toy.

Toy stays as close as possible to the C++ standard while providing the language constructs required to address the above challenges. For example, to formalize the non-deterministic evaluation order of C++ expressions [PC09, § 1.9 pt 13], Toy contains several non-deterministic composition statements to explicitly state the interleaving of C++ side effects and value computations.

After the to-be-checked C++ operating-system code is translated into a corresponding Toy program, this Toy program is complemented with subprograms, which describe the side effects that interactions with the underlying hardware ensue. Because both, the C++ operating-system code and these interleaved-executing side effects are formalized in Toy, a security type system for this intermediate language can check both for the absence of security policy violating information flows.

The detailed contributions that this thesis makes in the area of static information-flow analyses for low-level operating-system code are:

- The non-deterministic intermediate programming language Toy;
- A control-flow-sensitive security type system for the deterministic part of Toy;
- The notion of learned secrets to track the secrecy level of information that concurrently executing threads may learn from the checked program; and
- A machine-checked soundness proof of the proposed security type system.

Although, Toy is inherently non-deterministic, the proposed security type system focuses only on the deterministic core of Toy.
The reasons for that are twofold:

1. the standard typing rules for non-deterministic composition (see e.g., Sabelfeld [Sab01b, pg. 45]) apply, although, as we shall see in Section 4.7.1, at a loss of precision; and,

2. because Toy clearly separates input non-determinism from control-flow non-determinism, there is an alternative to applying the standard typing rules to all occurrences of the latter type of non-determinism: the security type system can check all possible ways in which the control-flow non-determinism in selected parts of the program can be resolved.

The key benefit of the latter approach is that the checked program \( p \) must not automatically be rejected as being potentially insecure if some resolutions of the non-determinism in \( p \) are potentially insecure. Often, a failure to check all these parts merely limits the safe compiler optimizations on \( p \) respectively the hardware platforms on which \( p \) can safely be run.

I have demonstrated the applicability of the security type system for Toy in three case studies:

- a memory access, which causes the hardware to walk through the page tables for the accessed virtual address;
- an L4-IPC send operation; and
- a buffer-cache server, which multiplexes the memory pools of its clients to cache recently-accessed file blocks.

A proof that Osvik’s countermeasure protects against AES cache-side channel attacks complements these case studies. In this proof, I exploit an important property of the control-flow-sensitive security type system for Toy, which I shall introduce in Chapter 4: the ability to tolerate temporary breaches of confidentiality in lock-protected shared-memory regions. As long as all threads adhere to the locking discipline, lock-protected shared-memory regions may temporarily reveal information about confidential data (here the encryption key) as long as the checked program repairs this breach of confidentiality (Osvik’s countermeasure) before it releases the protecting lock. In Osvik’s countermeasure, the protecting lock is to disable processor interrupts until both the encryption round and its accompanying countermeasure completes. The disabling of interrupts automatically enforces adherence to the locking discipline because it prevents other threads from running on the same CPU and hence from deducing the AES key from cache conflict misses before Osvik’s countermeasure has eliminated this possibility.

1.4. Scope and Limitations

Although the results of this thesis have a much broader scope, this thesis focuses on three main research areas:

1. perfect information-flow security,
2. L4-family microkernels, and
3. security type systems.
In the first part of this section, I discuss alternative directions and give reasons for my decision to focus on the above areas. In the second part, I discuss the assumptions on which my solutions are based and the limitations they have.

This thesis leaves the construction of an efficient type checking tool for low-level kernel code as future work. In principle, it is well known how sound security type systems translate into such tools \cite{Mye99, Sim03}, even for control-flow-sensitive analyses \cite{FTA02, HL09}.

1.4.1. Perfect Information-Flow Security

It is a common believe that realistic covert-channel-free systems cannot be built. Nevertheless, I strive in this thesis for a complete absence of illegal information flows over software-centric covert channels. The following five points motivate this decision.

1. Whether a system can tolerate low-bandwidth covert channels, and if so, how many bits per second are tolerable, depends on the type of confidential data a system has to protect. Unfortunately, size and value of confidential data are not always positively correlated \cite{DS09}.

For example, in many systems, encryption keys are the most valuable data because they inherit their value from the confidential data they have encrypted. Yet, recommended key sizes for long-term (i.e., pre quantum computer) protection are only 128 bits for symmetric cryptography and 3248 bits for asymmetric cryptography \cite{II09}. Given these numbers, I have to agree with J. Millen \cite{Mil99} when he asks in his panel speech “20 years of covert channel analysis”: “how long is that [key] going to be kept secret even at one bit per second?”. Approximately two minutes for symmetric keys respectively little less than one hour for asymmetric keys are quite short periods, even if we neglect that knowledge of only a few key bits significantly improves attacks on the cipher (see e.g., Nohl \cite{Noh08}).

2. The continuing increase of processor speed results in an increase of covert-channel bandwidths. As a result, capacity tradeoffs, which were justified for one processor generation, may no longer be justified on newer processor generations. Constant costs arise for re-evaluating channel bandwidths and for re-engineering those parts of the system where bandwidth-reduction schemes fail to sufficiently mitigate a covert channel.

With the exception of the envisaged timing-leak transformations for low-level operating-system code, none of the solutions, which I shall propose in this thesis, depends on the speed of the underlying processor. For the timing-leak transformation, it suffices to update the safe worst-case execution-time estimates of secrecy-dependent operations. We shall return to this point in Section 2.4.6 on page 32.

3. Both, the machine-checked proof of the budget-enforcing fixed-priority scheduler and the machine-checked soundness result of the Toy security type system establish non-influence \cite{Ohe04}, an extension of Meseguer’s and Goguen’s non-interference property \cite{GM82}. However, neither non-interference nor non-influence is prepared to tolerate the leakage of even as few information as a single bit. Hence, these properties hold only for perfectly secure systems.

Approximate non-interference \cite{DPHW02} and quantitative non-interference properties \cite{RD82, CHM02, Low02, BP03} tolerate low-bandwidth information flows. However, they are much more difficult to establish.
4. Perfectly secure systems nicely combine with systems that tolerate low-bandwidth covert channels. That is, if our application scenario permits low-bandwidth covert channels, it can still be run on top of a perfectly-secure microkernel-based system. And,

5. Finally, it is an interesting research question to see how far one can get with perfect security in open microkernel-based systems. And perhaps, it is even possible to build covert-channel free systems [Mil99, PN92].

1.4.2. L4-Family Microkernels

Although the results of this thesis are also applicable to other microkernels and to other microkernel-based systems, I focus in this thesis on systems based on L4-family microkernels [Lie95, Hoh02, KV05, DdEE, WL10, Ste09a]. My choice for this particular kernel family is motivated as follows.

1. L4-family microkernels have demonstrated their ability to co-host potentially untrustworthy legacy operating systems and their applications next to security-sensitive and real-time-critical applications [HBB+98, HHF+05]. Hence, any modification must preserve both this co-hosting capability and the real-time capabilities of the microkernel;

2. L4-family microkernels implement one of the fastest possible IPC paths and they are highly optimized for performance. Kernel modifications must therefore preserve the performance of these kernels to the best degree possible; and,

3. Having contributed to the design and implementation of one of these kernels myself [KV05], I am familiar with the microkernels of the L4-family and with most of the peculiar programming patterns they contain.

I do not expect any difficulties in adapting the results of this thesis to other microkernels.

1.4.3. Security Type Systems and Static Analyses

Besides security type systems, there are several other static and dynamic approaches to language-based information-flow security (see e.g., [AB04, AB07, LUV05, Zan02, FM06, ML97]). The focus of this work is on static information-flow analysis and, more precisely, on security type systems for low-level operating-system code. In Section 2.4, I relate my approach to abstract-interpretation-based, data-flow-based, and logic-based information-flow analyses.

Dynamic approaches observe the information flows in a system [VEK+07, ZBWK06, KYB+07] or in an application [ML97] and stop the system if information is about to be leaked. There are two reasons why dynamic information-flow security cannot be applied to all applications of open microkernel-based systems:

1. Without hardware support [TWM+09], the overhead of tracking secrecy levels of processed information can be significant. In particular, in the performance-critical IPC path such an overhead may be fatal. On the other hand, only a small fraction of the code of an open microkernel-based system needs to be constrained by such an analysis. Static analyses have no such overhead.

2. Real-time systems have to guarantee at admission time that real-time-critical applications will meet their deadlines. To give such a guarantee with a dynamic information-flow analysis, the potential occurrence of illegal information flows must be excluded at admission.
time. However, because admission tests are typically run off-line, the analysis, which determines whether such an information flow occurs, must be static.

1.4.4. Assumptions

With the exception of cache side-channels in the proof of Osvik’s countermeasure in Section 5.4, this thesis does not address hardware-centric covert channels. As we shall see in Section 2.1.3, hardware-based solutions are often more effective and more efficient in avoiding leakage over these channels. I will therefore assume that the envisaged open microkernel-based systems apply these hardware-based solutions.

In this thesis, I present various proofs that have been machine checked with the help of the interactive theorem prover PVS [ORS92]. The correctness of these proofs depends on the validity of the usual assumptions on the correctness of the underlying system. This includes the correctness of the theorem prover, of the operating system, of the programming environment, and of the underlying hardware platform. The PVS sources are published [Völ10].

In Section 3.3, I state further assumptions about the budget-enforcing fixed-priority scheduler. These assumptions are in part lifted in later sections in Chapter 3. Section 4.4 summarizes my assumptions about low-level operating-system code.

1.5. Synopsis

The remainder of this thesis is structured as follows: in the next chapter, I introduce the foundations of this work and relate my results to the works of others. Chapter 3 presents the budget-enforcing fixed-priority scheduler, the ReThMo task model, and the machine-checked non-interference proof for this scheduler. Chapter 4 introduces the Toy intermediate programming language, the security type system for low-level operating-system code in microkernel-based systems and its soundness proof. In Chapter 5, I apply the information-flow analysis of Chapter 4 in three case studies and in the correctness proof of Osvik’s countermeasure against AES cache side-channel attacks. Chapter 6 concludes this thesis.
2. Foundations and Related Work

To my best knowledge, this is the first attempt towards a security-type-system-based information-flow analyses for the low-level operating-system code of microkernel-based systems. Still, there a large body of work that relates to the topic of this thesis.

This chapter presents a survey of related work and introduces the foundations on which this thesis is based. It is organized as follows: Section 2.1 gives a brief overview on covert channels following a classification by Sabelfeld and Myers [SS99, SM03]. Section 2.2 surveys security policies and the lattice-based notation of these policies. Section 2.3 introduces non-influence [Ohe04], the confidentiality property, which I shall use in Section 3.4, in the machine-checked soundness proof of the security type system for Toy, and in Section 4.7.3.3, in the machine-checked proof that the budget-enforcing fixed-priority scheduler protects against scheduling-related covert channels. In Section 2.4, I introduce security type systems and discuss related static analyses. In Section 2.5, I give a brief overview on L4-family microkernels and sketch how servers of L4-based systems look like. Section 2.6 discusses related non-interference-secure schedulers. Section 2.7 concludes this chapter with a brief introduction to the theorem prover PVS [ORS92], which I have used for the machine-checked proofs of this thesis.

2.1. Covert Channels

Lampson [Lam73] was first to identify covert channels as a security concern. Following the Trusted Computer Security Evaluation Criteria (TCSEC) [Gal93], I introduced in Section 1 covert channels as “communication channels that allow threads to transfer information in a manner that violates the system’s security policy.” In this section, I refine this definition for specific types of covert channels and give examples of source-level illegal information flows.

2.1.1. Storage and Timing Channels

Kemmerer [Kem83] classifies covert channels into covert storage channels and into covert timing channels. Storage channels are sender modifiable attributes of explicitly or implicitly shared resources (e.g., the free space on a shared disk). Receivers can directly or indirectly read the changed attribute (e.g., in the form of a ‘disk full’ error message). Timing channels reveal an attribute change or a resource usage indirectly through variations in the response times of receiver initiated operations.

Scheduling-related covert channels [SGLS77] are covert timing channels, where the sender varies its scheduling behavior with the intention that the scheduler reflects this variation in the points in time when it runs the receiver. They are also called external timing channels because the receiver is typically not cleared for sanitized sender outputs. Hence, it can observe only the externally visible runtime behavior of the sender.
In contrast to external timing channels, *internal timing channels* reveal the points in time when legitimately observable outputs of the sender occur. Provided a program has been successfully checked for the absence covert storage channels, a sound timing-leak transformation [Aga00a] eliminates both external and internal timing channels. The budget-enforcing fixed-priority scheduler, which I shall introduce in Chapter 3, prevents also unchecked and thus potentially malicious programs from leaking confidential information over external timing channels.

### 2.1.2. Noise

If only the leaking program can write to a covert channel, this channel is said to be *noiseless*. Otherwise, if other programs can also write to this channel, it is said to be *noisy*. Striving for perfect information-flow security, I have to regard also noisy channels as potentially harmful.

### 2.1.3. Hardware- and Software-Centric Covert Channels

In Section 1, I have distinguished *hardware-centric covert channels* from *software-centric covert channels*. Examples of hardware-centric covert channels include cache side channels (see e.g., [Ber04]), timing channels from disk-arm movement [KC91] and covert channels that signal information through the processor’s power consumption [KIJ99], emitted radiation [Age72, LU02], or heat. These channels have in common that secrets are encoded in certain hardware attributes that are not necessarily visible at the architectural level. In contrast to hardware-centric channels, software-centric covert channels encode secrets in architecturally visible attributes.

Hardware-centric covert channels are, to a large degree, beyond the control of software-based solutions. Cache coloring [LHH97] forms an exception. However, even if software-based countermeasures mitigate these channels, hardware-based countermeasures [WL07, Age94, Gra93] are often more effective and more efficient.

With the exception of cache side channels in the proof of Osvik’s countermeasure for AES [OST05] in Section 5.4, I do not address hardware-centric channels in the present work. I shall assume instead that hardware-based countermeasures are applied to mitigate the effects of these channels.

### 2.1.4. Illegal Information Flows in Source Code

All widely used methods for identifying covert channels in source code [Gal93] (security type systems included) are based on identifying illegal information flows. For that, the security policy of the system is broken down to program variables (e.g., based on the clearance of observers to which such a variable may eventually become visible or based on initially stored secrets). The secrecy levels of assigned-to variables are required to dominate the secrecy levels of all those variables that cause information to flow into such a variable.

Sabelfeld and Myers [SS99, SM03] give the following informal classification of source-level illegal information flows.
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**Explicit information flows** arise when programs store and keep secrets in variables that eventually become visible to an observer that is not cleared for this information.

An example of an explicit flow is the assignment ¹:

```
l = h;
```

**Implicit flows** arise when programs leak secrets through their control flow.

An example of such a flow is

```
if (h % 2) { l = 1 } else { l = 0 }
```

It leaks the least-significant bit of h by assigning different values to l.

**Internal timing leaks** arise when programs encode secrets in the timing information of legitimately-observable events.

For example, the following program leaks the least-significant bit of h in the time when it sets l to one. The statement `idle(n)` stands for a no-op that lasts $n \mu s$.

```
l = 0;
if (h % 2) {
    idle(100);
}
l = 1;
```

**External timing leaks** arise when programs encode secrets in their execution and blocking behavior.

For example, the following program leaks the least-significant bit of h because it blocks if $h \% 2 == 1$ holds (`sleep`) and executes (`idle`) otherwise. In contrast to `idle`, `sleep` releases the CPU and permits the scheduler to run other threads in the meantime.

```
if (h % 2) {
    sleep(50);
} else {
    idle(50);
}
l = 1;
```

The time after which the above program sets l to one is $50 \mu s$ regardless of the branch it takes. Hence, it contains an external timing leak but no internal timing leaks.

External timing leaks can be used to send confidential information over scheduler-related covert timing channels.

**Termination leaks** arise when programs encode secrets in the time when they terminate. Because non-termination and very long execution can typically not be distinguished by an external observer, termination leaks can be viewed as a form of external timing leaks.

An example of such a leak is

```
if (h % 2) {
    while(true) {} 
}
```

¹Like before, h is a variable that stores high-classified information. The low-classified observer of the variable l is not cleared for this information.
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Probabilistic leaks arise when programs encode secrets in the probability distribution of observable outputs.

For example, the following program leaks the least-significant bit of h because the probability that \( l = 1 \) is 100% if \( h = 1 \) and 50% if \( h = 0 \). The expression `random(0...1)` returns each of the two values zero and one with the same likelihood.

```plaintext
if (h % 2) {
    l = 1;
} else {
    l = random(0...1)
}
```

Lowe [Low04] addresses a further class of information flows:

Refinement leaks arise when a concrete implementation of the checked program resolves the same non-deterministic choice in different ways. For example, the following program leaks the least-significant bit of h if a concrete implementation resolves the non-deterministic choice \( 1 \leftrightarrow 0 \) in the if-branch in favor of 1 and in the else-branch in favor of 0.

```plaintext
if (h % 2) {
    l = 1 \leftrightarrow 0;
} else {
    l = 1 \leftrightarrow 0;
}
```

The timing- and termination-insensitive security type system for the deterministic core of Toy, which I shall introduce in Chapter 4, checks the low-level operating-system code of microkernel-based systems for the absence of explicit and implicit information flows. A subsequent timing-leak transformation [Aga00a] eliminates harmful internal timing leaks. External timing leaks are addressed with the help of the budget-enforcing fixed-priority scheduler, which I shall introduce in Chapter 3. Because I assume that the individual invocations of the microkernel and of the multilevel servers terminate, termination leaks are a non-issue. Next, I introduce information-flow policies, the security policies of interest for this thesis, and their lattice-based notation.

### 2.2. Information-Flow Policies

An end-to-end protection of confidential data must not only be concerned about the release of confidential information but also about its propagation. However, the primary concern of access-control policies is to prevent only the release of information to unauthorized subjects. Information-flow policies seek to control also where released information propagates. The security policies of interest for this thesis are therefore information-flow policies.

Since the pioneering works of Bell and La Padula [BL73] and of Denning [Den76], information-flow policies are typically characterized by the lattice model. In this model, information-flow policies are described by triples \((L, \leq, \text{dom})\), which consist of a finite set of secrecy levels \( L \), a dominates relation \( \leq \) and a domain \( \text{dom} \). Intuitively, if \( l_s \leq l_r \) holds for two secrecy levels, a subject \( e_s \) that is cleared to \( l_r \) (i.e., \( \text{dom}(e_r) = l_r \)) can see more sensitive (i.e., higher classified) information than a subject \( e_s \) that is cleared to \( l_s \). In particular, \( e_r \) may receive any information from \( e_s \) but not necessarily vice versa.
Subjects are typically users or, more precisely, the programs that execute on their behalf. Objects are typically files. However, it is also possible to consider more fine-grained subjects and objects such as server threads or program variables. Objects and subjects are collectively called entities.

The function \( \text{dom} \) assigns a secrecy level to each entity. This secrecy level is usually called the domain of this entity. The domain of a subject is typically the least upper bound of the secrecy levels of information that this subject may know. It is called the clearance of this subject. For objects, the domain is typically the least upper bound of the secrecy levels of information the object may store. It is called the classification of the object.

The dominates relation \( \leq \) relates secrecy levels to characterize between which entities information may flow. Information flows from \( e_s \) to \( e_r \) are authorized if and only if \( \text{dom}(e_s) \leq \text{dom}(e_r) \). Information must not flow from \( e_s \) to \( e_r \) if \( \text{dom}(e_s) \not\leq \text{dom}(e_r) \). Two secrecy levels are incomparable if neither \( \text{dom}(e_s) \leq \text{dom}(e_r) \) nor \( \text{dom}(e_r) \leq \text{dom}(e_s) \) holds. In this case, information flow in any direction between the respective entities is forbidden.

### 2.2.1. Lattice and Non-lattice Models

In many information-flow policies, the set \( L \) and the relation \( \leq \) form a lattice. The tuple \( (L, \leq) \) is a lattice if \( \leq \) is a partial order (i.e., reflexive \(^2\), transitive \(^3\) and antisymmetric \(^4\)) and if all non-empty finite subsets \( S \subseteq L \) have a least upper bound \( \sqcup S \) and a greatest lower bound \( \sqcap S \).

However, in practice, these restrictions are often relaxed. For example, Almeida Matos et al. \([MB05]\) assume \( \leq \) to be a preorder (i.e., reflexive and transitive but not necessarily antisymmetric); in Section 3.4.5, I shall require \( \leq \) to be reflexive and \( (\leq, L) \) to be uniquely bounded from above \( \top \) and from below \( \bot \). That is, \( \exists \top \in L. \forall l \in L. l \leq \top \lor l = \top \) and \( \exists \bot \in L. \forall l \in L. \bot \leq l \lor l = \bot \). In particular, \( \leq \) needs not to be transitive.

### 2.2.2. Intransitive Information-Flow Policies

If \( \leq \) is not transitive, the information-flow policy is said to be intransitive. The intuition behind intransitive information-flow policies \([Rus92]\) is to authorize information to flow from \( l_s \)-classified entities to \( l_r \)-classified entities only if this information passes an \( l_m \)-classified subject, that is, \( l_s \not\leq l_r \) but \( l_s \leq l_m \) and \( l_m \leq l_r \). The role of the \( l_m \)-classified subject is to monitor and sanitize the information it forwards.

Let me introduce two further terms to reason about intransitive information-flow policies. I say the triple of secrecy levels \( (l_s, l_m, l_r) \in L \times L \times L \) is an intransitive pass if it holds that \( l_s \leq l_m \land l_m \leq l_r \land l_s \not\leq l_r \). I call the secrecy level \( l_m \) in the middle of an intransitive pass the intransitive point of this pass.

### 2.2.3. Downgrading and Dynamic Policies

In general, information-flow policies are not entirely static. That is, both the dominates relation \( \leq \) and the domain \( \text{dom} \) may change \(^5\).

---

\(^2\)\(\forall x. x \leq x\)
\(^3\)\(\forall x, y, z. x \leq y \land y \leq z \Rightarrow x \leq z\)
\(^4\)\(\forall x, y. x \leq y \land y \leq x \Rightarrow x = y\)
\(^5\)I assume \( L \) has been chosen sufficiently large to avoid later changes. Note, this does not prevent concrete systems from storing only the used subset of \( L \).
In the context of open microkernel-based systems, we have to distinguish two forms of dynamic policies:

1. Those that change the accessibility of kernel or server objects; and
2. Those that declassify information that is derived from an accessible object \[\text{[MSZ06, SS05]}\].

Examples of the first class include the immediate revocation of access rights by the system administrator (see for example \[\text{[Age99, Section 5.4.7 - Revocation of User Attributes (FMT-REV.1)]}\]) and the power box \[\text{[Sti00]}\]. The powerbox is a mechanism through which users can specify the authority a program should assume. In Section 2.5 of this introduction, we shall see that a reconfiguration of L4’s access-control mechanism suffices to change the accessibility of kernel or server objects in L4-based systems.

Two examples of the second class of dynamic policies are the automatic disclosure of military documents after the passage of a certain amount of time and after these documents have been sanitized \[\text{[otAH88]}\], and a password checker. The latter validates a given password against a secret password file. To reject invalid logins, it has to reveal the boolean result to potentially unauthorized users that the password is not contained in the password file. The password file remains inaccessible to the requesting client.

Although sufficiently-strong encryption protects the confidentiality of encrypted data, the release of the ciphertext is in many aspects similar to the declassification of secret data. The ciphertext is derived from the secret key and from the secret plaintext. Once the encryption completes, it is safe to reveal the ciphertext (e.g., to lower classified network- or storage servers).

Almeida Matos and Boudol \[\text{[MB05]}\] propose an elegant way to describe when to declassify information and which part of the checked program is authorized to do so. If a part \(c\) of a program \(p\) requires a temporarily-relaxed information-flow policy \((L, \leq', dom)\) to release confidential information, Matos annotates this subprogram with the flow directive:

```plaintext
flow(\leq'){c}
```

A subsequent static analysis then checks this subprogram against this adjusted information-flow policy \((L, \leq', dom)\). Once \(c\) completes, the original information-flow policy \((L, \leq, dom)\) is restored. The remainder of \(p\) must therefore obey the more restrictive original policy. A program that is secure with regards to these changing policies is said to be \textit{non-disclosure} secure.

The following pseudo code exemplifies the use of flow directives to authorize the release of the password check.

```plaintext
bool h;
bool l;

h = check_password_file(user, passwd);
flow(high \leq low){ l = h; }
```

In this example, the boolean \(h\) stores the \textit{high}-classified information whether the pair \texttt{user}, \texttt{passwd} is stored in the password file. It is assigned to the \textit{low}-classified variable \(l\). The flow directive authorizes the information flow from \textit{high} to \textit{low} only for this assignment.

The security type system for \textit{Toy} cannot directly be used to check operating-system code that declassifies confidential information. However, Matos and Boudol \[\text{[MB05]}\] have been able to show that non-disclosure generalizes non-interference (see below) for programs that contain no declassification. To check declassifying operating-system code, we can therefore use the
security type system for Toy to establish non-interference of the individual parts for which the information-flow policy stays constant and Matos’ analysis to check whether these parts combine to a non-disclosure-secure program.

2.3. Non-interference

Non-interference [GM82] is the prevailing formalization to assert the complete absence of security policy violating information flows in deterministic systems.

A deterministic system is non-interference secure with regard to an l-classified observer if this observer cannot distinguish any two runs of the system that start from observationally-indistinguishable initial states. Two states are observationally indistinguishable for an l-classified observer if all actions \( a \), whose effect this observer may see (i.e., \( \text{dom}(a) \leq l \)), produce the same observable outputs. An action \( a \) can thereby be “inputs”, “commands”, or “instructions” to be performed by the observed system.

For non-deterministic settings there are two predominant ways to formalize non-interference: non-interference-properties based on state automata [Rus92, Ohe04], and non-interference-properties based on process algebras [Low04, FG01] (such as Hoare’s communicating sequential processes (CSP) [Hoa78] and Millner’s CCS [Mil89b]).

In this work, I shall use instantiations of non-influence [Ohe04], a state-automaton-based non-interference property by David von Oheimb.

The marker scheme [Low04] by Gawin Lowe and the corresponding typing rule for non-deterministic composition is one way to address the non-determinism in low-level operating-system code. Lowe’s marker scheme ensures that the same non-deterministic choice is always resolved in the same way. We shall return to this point in Section 4.5.3.3. In the next section, I introduce non-influence in greater detail and illustrate its relation to non-interference.

2.3.1. Non-influence

Non-interference is concerned with the secrets that actions (e.g., client invocations) introduce in the system (e.g., a server) and that are possibly observed via outputs. However, there are also scenarios (most notably language-based information-flow security) where the system must not leak initially present secrets. Although these initially present secrets can be encoded as action sequences which place these secrets into the initial state, such a formalization is quite unnatural. I therefore follow von Oheimb [Ohe04] and distinguish the leakage of initially present secrets and the leakage of secrets introduced by later occurring actions. The respective properties, which assert the absence of leakage, are non-leakage and non-interference. Non-influence [Ohe04] asserts both the absence of leakage of initial secrets and the absence of leakage as a side effect of interactions (e.g., of clients with a checked operating-system server). Hence, non-influence is non-leakage plus non-interference. In the following, I formally define non-influence for state-transition systems.

2.3.1.1. State-Transition System

State-transition systems are a natural way to formalize state-oriented systems. A state-transition system \( (S, A, \rightarrow) \) is defined by a set of states \( S \), a set of actions \( A \) that the system should perform, and a possibly partial and non-functional transition relation \( \rightarrow \). I write \( s_i \xrightarrow{a} s_{i+1} \) \((s_i, s_{i+1} \in S, a \in A)\) to denote that the atomic action \( a \) yields the result state \( s_{i+1} \) when executed
on the state $s^i$. The action $a$ may not be enabled in the state $s^i$. In this case, $s^i$ may not appear on the left-hand side of $s^i \xrightarrow{a}$. Moreover, if the execution of $a$ is non-deterministic, more than one result state may appear on the right-hand side of $s^i \xrightarrow{a}$, one result state for each way in which the non-determinism in $a$ can be resolved.

The relation $\xrightarrow{a}$ executes a single (atomic) step of the system. System runs are described by lifting steps over action traces $\alpha \in A^*$. They are defined by straightforward primitive recursion:

**Definition 1. System Run**

Given an initial state $s^0 \in S$, a run of the state-transition system $(S, A, \xrightarrow{\cdot})$ that starts from this initial state $s^0$ is defined as

$$s^i \xrightarrow{\epsilon} s^i$$

for the empty trace $\epsilon$, and as

$$s^i \xrightarrow{a \circ \alpha} s^j := \exists s^{i+1}. s^i \xrightarrow{a} s^{i+1} \land s^{i+1} \xrightarrow{\alpha} s^j$$

for the trace $a \circ \alpha$, which starts with the action $a$ and which continues with the action trace $\alpha$.

Two actions $a$ and $b$ are atomic [Lip75] with regard to each other if whenever a parallel execution of these actions on a state $s$ produces a result state $t$, this result state can also be produced by one of the sequential compositions of these actions. That is, $s \xrightarrow{a|b} t \Rightarrow s \xrightarrow{a} t \land s \xrightarrow{b} t \land s \xrightarrow{ba} t$ must hold for all $s$ and $t$, where $\parallel$ describes parallel execution and $;$ is the sequential composition operator.

### 2.3.1.2. Formalization of Non-influence

A state-transition system is non-influence secure with regard to an $l$-classified observer if the outputs of any two runs of the system, which start from $l$-similar initial states and which execute $l$-similar action traces, are observationally indistinguishable for this observer. Two initial states $s^0$ and $t^0$ are $l$-similar if they agree on the values of $\leq l$-classified variables. Two action traces are $l$-similar if they agree on their $\leq l$-classified actions and on the order of these actions. Intuitively, if the $l$-observable results are identical despite variations in the higher or incomparably classified actions and despite variations in the values of higher or incomparably classified variables, none of these results can depend on the secret of these actions or variables.

To formalize non-influence, we first have to formalize the parts of the actions and of the states that an $l$-classified observer may see. Let $\text{sources}(\alpha, l)$ be defined as follows.

**Definition 2. Sources**

Given an action trace $\alpha$ and an observer secrecy level $l$, $\text{sources}(\alpha, l)$ is recursively defined as

$$\text{sources}(\epsilon, l) := \{l\}$$

for the empty trace $\epsilon$, and as

$$\text{sources}(a \circ \alpha, l) := \text{sources}(\alpha, l) \cup \{w \mid \exists v. \text{dom}(a) = w \land w \leq v \land v \in \text{sources}(\alpha, l)\}$$

for the trace $a \circ \alpha$, where $\text{dom}(a)$ is the classification of the action $a$.

---

6Lipton calls this property linearizable.
Intuitively, \( \text{sources}(\alpha, l) \) collects all the secrecy levels of all those actions that are authorized to pass information directly to \( l \)-classified entities or indirectly via servers that are trusted to properly sanitize the passed information. In the trace \( \alpha \), the actions of sanitizing servers are represented as subsequences of \( \alpha \) that follow a possibly leaking action \( a \). For example, assume \( \text{dom}(a) \leq \text{dom}(\text{sanitize}_a) \leq l \), \( \text{dom}(a) \nless l \) for two actions \( a \) and \( \text{sanitize}_a \), then \( \text{sources}(a) = \{ l \} \) because \( \text{sources}(\epsilon) = \{ l \} \) and because \( a \) must not directly send information to \( l \)-classified entities. However, because \( \text{dom}(\text{sanitize}_a) \leq l \) holds, \( \text{sources}(\text{sanitize}_a) = \{ \text{dom}(\text{sanitize}_a), l \} \). Therefore, if \( a \) precedes the sanitizing action \( \text{sanitize}_a \) in the action trace \( \alpha \), \( \text{sources}(a \circ \text{sanitize}_a) = \{ \text{dom}(a), \text{dom}(\text{sanitize}_a), l \} \) holds. Because \( a \) is sanitized in \( a \), it may indirectly pass information to \( l \)-classified entities.

Based on the definition of sources, we can now define the subsequences of action traces that an \( l \)-classified observer can directly or indirectly (after they have been sanitized) see:

**Definition 3. IPurge**

Given an observer secrecy level \( l \) and an action trace, the subsequences of this action trace that \( l \)-classified observers may directly or indirectly see is recursively defined as

\[
\text{ipurge}(\epsilon, l) := \epsilon
\]

for the empty trace \( \epsilon \), and as

\[
\text{ipurge}(a \circ \alpha, l) := \begin{cases} 
  a \circ \text{ipurge}(\alpha, l) & \text{if } \text{dom}(a) \in \text{sources}(a \circ \alpha, l) \\
  \text{ipurge}(\alpha, l) & \text{otherwise}
\end{cases}
\]

for the trace \( a \circ \alpha \).

Intuitively, an action \( a \) is observable by an \( l \)-classified observer if either \( a \) is cleared to send to this observer (i.e., if \( \text{dom}(a) \leq l \) holds) or if the information flows from \( a \) have been sanitized by subsequent actions in the trace \( \alpha \). This is the case if \( \text{dom}(a) \in \text{sources}(\alpha, l) \) holds.

**Definition 4. l-similar Traces**

Two traces \( \alpha \) and \( \beta \) are observationally indistinguishable for an \( l \)-classified observer, that is, they are \( l \)-similar if they agree on the subsequences that this observer may see:

\[
\text{ipurge}(\alpha, l) = \text{ipurge}(\beta, l)
\]

Two states \( s \) and \( t \) are \( l \)-similar if they agree on those parts that an \( l \)-classified observer may legitimately see. Let \( \text{output}(l, s) \) extract the observations an \( l \)-classified observer can make on the state \( s \). Let further \( \xymap{l} \) be a relation over states — the unwinding relation — such that if \( s \xymap{l} t \) holds for two states \( s \) and \( t \), then \( \text{output}(l, s) = \text{output}(l, t) \). We say:

**Definition 5. l-similar States**

Two states \( s \) and \( t \) are observationally indistinguishable for an \( l \)-classified observer, that is, they are \( l \)-similar if it holds that:

\[
\xymap{l} s \xymap{l} t
\]

For the definition of non-influence, we have to lift the unwinding relation \( \xymap{l} \) to sets of secrecy levels: \( s \llap{l} \xymap{l} t \equiv \forall l \in L. s \xymap{l} t \).
We can now define non-influence as the observational indistinguishability of two executions with \( l \)-similar action traces and \( l \)-similar initial states:

**Definition 6. Non-influence**

Given an information-flow policy \((L, \leq, \text{dom})\), a state-transition system \((S, A, \rightarrow)\) is non-interference secure with regard to this policy and with regard to an \( l \)-classified observer if it holds that:

\[
\forall \alpha, \beta \in A^*, s^0, s^i, t^0 \in S. \text{ipurge}(\alpha, l) = \text{ipurge}(\beta, l) \land s^0 \approx^{\text{sources}(\alpha, l)} t^0 \land s^0 \stackrel{\alpha}{\Rightarrow} s^i \Rightarrow \exists t^j \in S. t^0 \beta \Rightarrow t^j \land \text{output}(l, t^j) = \text{output}(l, t^i)
\]

\[(2.1)\]

A state transition system \((S, A, \rightarrow)\) is non-interference secure for all observers if Equation 2.1 holds for all \( l \in L \).

Non-influence is timing insensitive because it contains no model of the timing of actions in \( \alpha \) and \( \beta \). However, it is termination sensitive because if the execution of \( \alpha \) on \( s^0 \) terminates in \( s^i \), this termination must be paralleled by the execution of \( \beta \) on \( t^0 \). In Chapter 4, I shall use a termination-insensitive security property. In this property, the existence of a terminating state \( t^j \) appears as a precondition.

As demonstrated by von Oheimb [Ohe04], non-influence combines two further properties: By removing the first precondition (\( \text{ipurge}(\alpha, l) = \text{ipurge}(\beta, l) \)) from Equation 2.1, we obtain a security property that is merely concerned about the leakage of secrets that are present in the initial states \( s^0 \) and \( t^0 \). Von Oheimb calls this property non-leakage. By removing the second precondition (\( s^0 \approx^{\text{sources}(\alpha, l)} t^0 \)), we obtain strong non-interference as introduced by Mc Cullough [McC90] and Ryan [Rya90].

To remain consistent with other published works, I will not follow von Oheimb’s terminology in this thesis. Instead, I show in Section 3.4.5 and in Section 4.7.3 how the proven security properties relate to non-influence.

### 2.3.2. Cryptography and Non-interference

Non-interference [GM82] and likewise non-influence [Ohe04] assume adversaries with unlimited computing power. Hence, they cannot tolerate the release of encrypted secrets \(^7\) as in:

\[
I = \text{encrypt}(h, k);
\]

Clearly, in order to decrypt \( I \), an encryption of two different values in \( h \) must result in two different ciphertexts. The program is not non-interference secure because variations of values of the high variable \( h \) cause variations of the low variable \( I \). However, unless adversaries break the encryption, the confidentiality of the secret in \( h \) is protected. Given a sufficiently strong encryption algorithm, breaking the cipher is computationally hard.

A common approach to tolerate encryption in secure programs is to relax non-interference by limiting the computational power of observers [DPHW02, RD82, Low02, CHM02, BP03, AHS08]. For instance, Askarov et al. [AHS08] argues for a possibilistic computational non-interference property (CNI). According to CNI, a program is non-interference secure if the set of possible \( l \)-observable outputs remains the same despite variations of high inputs. Applied

\[^7\]Intransitive non-interference and non-influence can only be used to enforce that secrets pass an encryption unit before they are released.
to cryptography this means that identity of ciphertexts is relaxed in favor of a low-equivalence relation between ciphertexts, which is required to fulfil the following two properties:

1. Any ciphertext produced by each plaintext-key pair must have a low-equivalent ciphertext for any other choice of plaintext and key, and

2. For any two plaintext-key pairs there exists ciphertexts that are not low equivalent.

The first property ensures the safe use of encryption, the second prevents occlusion. Occlusion is the problem of hiding information flows towards the analysis by treating all encrypted values as low equivalent. The following example demonstrates this point.

```plaintext
l1 = encrypt(h, k);
if (h % 2) {
    l2 = encrypt(h, k);
} else {
    l2 = l1;
}
```

If all encrypted values would be considered low equivalent, an information-flow analysis cannot detect the leakage of the least significant bit of `h`. In the above example, this bit is leaked in the equality/inequality of `l1` and `l2`. If the least significant bit of `h` is set, `l1` and `l2` compare unequal because typically encryption algorithms add a random value to the encryption to protect against chosen plaintext attacks.

In this work, encryption will play a less central role because the microkernel and many multi-level servers do not rely on encryption to protect secret information. For those that do, I envisage to handle encryption in a similar way as Matos et al. [MB05] handles declassification. For example, as in

```plaintext
tmp = encrypt(h, k);
flow_{CNI}{l = tmp;
}
```

to emphasize that only for the assignment of the encryption result in `tmp` to `l`, a relaxed non-interference property (e.g., CNI) should hold. Other low output variables have to fulfil a stronger non-interference property. An elaborative discussion of this point is out of the scope of this thesis.

### 2.3.3. Unwinding

Contemporary approaches to prove the absence of security policy violating information flows in operating-system kernels typically instantiate non-interference frameworks. In these frameworks, non-interference follows from a proof that two unwinding properties hold for all atomic steps of the kernel model. For non-influence, these unwinding properties are:

**Definition 7. (uniform) Step Consistency**

Given an information-flow policy \((L, \leq, \text{dom})\), an atomic step \(a \in A\) of the state transition system \((S, A, \rightarrow)\) is uniform step consistent for this policy if it holds that:

\[
\forall U \subseteq L, s^i, s^{i+1}, t^j \in S. \\
\exists u \in U. \text{dom}(a) \leq l \land s^i \xrightarrow{a} s^{i+1} \land s^{i+1} \cup \text{dom}(a) \approx t^j \Rightarrow \\
\exists t^{j+1} \in S. t^j \xrightarrow{a} t^{j+1} \land s^{i+1} \approx t^{j+1}
\]
Definition 8. (uniform) Local Respect

An atomic step \( a \in A \) of the state transition system \((S, A, \rightarrow)\) locally respects the unwinding relation for the information-flow policy \((L, \leq, \text{dom})\) if it holds that:

\[
\forall U \subseteq L, s^i, s^{i+1}, t^j \in S. \\
(\forall u \in U. \text{dom}(a) \not\subseteq u) \land U \neq \emptyset \land s^i \mathrel{\text{dom}} t^j \\
(s^i \mathrel{a} s^{i+1} \Rightarrow s^{i+1} \mathrel{U} t^j) \land (\exists t^{j+1}, t^j \mathrel{a} t^{j+1} \Rightarrow s^i \mathrel{L \cup \text{dom}(a)} t^{j+1})
\]

Step consistency says that if the atomic step \( a \) is directly or indirectly (through sanitizing servers) visible to an \( l \)-classified observer, then executing \( a \) on \( l \)-similar states \((s^i \mathrel{L \cup \text{dom}(a)} t^j)\) produces states that are \( l \)-similar as well \((s^{i+1} \mathrel{L} t^{j+1})\). The first clause of the goodness property (Definition 32 on page 164), which I use in the soundness proof of the security type system for Toy, is similar to step consistency.

Local respect says that if \( a \) is not directly or indirectly visible to an \( l \)-classified observer, then the execution of \( a \) must not have any side effects that this observer can detect. That is, the result of executing \( a \) on \( s^i \) is \( l \)-similar to \( t \) and vice versa the result of executing \( a \) on \( t^j \) is \( l \)-similar to \( s \). The second clause of goodness (Definition 33) is similar to local respect.

In this thesis, I make no use of the two unwinding properties in Definition 7 and in Definition 8. Although I could have applied these properties for the non-interference proof of the budget-enforcing fixed-priority scheduler, I found the relation same_high_state (see Section 3.4.6 on page 95) to be a more intuitive invariant result for fixed-priority schedulers. Equivalence of \( l \)-observable outputs follows directly from this relation.

In Section 1.3.2, we have already seen four examples where unwinding properties have been used to prove non-interference of abstract models of an access-control mechanism [Rus92], of a multiapplicative smart card [SRS+02], of a smart-card processor [vOWL03], and of the IPC path of an L4-family microkernel [LEA07]. However, because these properties have to be established for all atomic steps, unwinding-based source-level verifications come at significant costs [HKMY87]. Security type systems and related static analyses avoid these costs. For example, the soundness proof of the security type system for Toy (in Section 4.7.3 on page 163) automatically establishes non-interference for all successfully checked Toy programs.

2.4. Security Type Systems and Related Static Information-Flow Analyses

Contemporary source-level security type systems typically check high-level languages such as Java [ML98, Str03], Caml [PS03] or Haskell [LZ06]. OS developers, however, require memory-management and data-structure controls that these languages do not provide [Sha06]. As a result, most operating systems are still written in a combination of C++, C and Assembler.

In this thesis, I focus on the low-level language features of C and C++, that is, on the representation of data types in memory and on memory accesses. Kernel programmers typically use high-level language features such as classes, inheritance, exceptions, and dynamic casts only very reluctantly because some of these features have considerable overheads and because others require non-trivial run-time support. The fundamentals for checking information flows that arise from these high-level features are well known.
An alternative to source-level analyses are assembly-level security type systems [SA98, AR05, ABR04]. Because they check the compiled binary respectively the bytecode for harmful information flows, they check also security-policy violations introduced by the compiler. However, unless all optimizations are disabled, a presumably non-interference-secure program does not necessarily result in a non-interference-secure binary [ABR04].

To remain independent from a specific compiler and, to a certain degree, also from a specific hardware architecture, I focus on source-level information-flow analyses. However, because checks are for non-deterministic Toy programs that origin from a translation of C++ programs, the analysis will check also those compiler optimizations that are described by the compiler-resolved non-determinism in these Toy programs. That is, the produced binary is non-interference secure if the compiler-resolved non-determinism in the successfully checked Toy programs can be resolved in such a way that both programs exhibit the same behavior.

2.4.1. Control-Flow-Insensitive Security Type Systems

The simplicity of the check and hence the performance of the analysis is the reason why most of today’s security type systems are control-flow insensitive. A control-flow-insensitive type system seeks to infer the type of a program from the types of its subprograms. The type of a program is a security level, which summarizes the effects its statements and expressions have on the system state.

Figure 2.1 presents the typing rules of a control-flow-insensitive security type system for a simple imperative programming language and for the two-level lattice with low ≤ high and high ≰ low. The type system is similar to the one Volpano and Smith present in [SV98].

A typing judgement has the form \([l_{ip}], M \vdash p\). It reads: the program \(p\) is typed in the typing environment \(M\) and in the context secrecy level \(l_{ip}\). Soundness of this type system asserts non-interference for all typeable programs.

The typing environment \(M\) maps each variable \(v\) of \(p\) to the secrecy level of the information that is stored in \(v\) respectively to the clearance of observers of \(v\). If the secrecy level of the context of \(p\) is \(l_{ip}\), \(p\) cannot be typed if it writes any secret information to variables that are lower classified than \(l_{ip}\) (Rule C1). In other words, side effects of \(p\) are limited to higher or equally classified variables \(v\) (i.e., \(l_{ip} \leq M(v)\)). The Rules C3 and C4 check for implicit information flows by requiring \(M \vdash e : l_{ip}\) for the condition \(e\) of the if-statement and of the while-statement. That is, in order to apply these rules, the context secrecy level \(l_{ip}\) must first be
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\[ l_{res} = \bigcup_{v_i \in Vars(e)} M(v_i) \quad v_i \in Vars(e) \]

\[ M \vdash e : l_{res} \]

**[E]**

\[ [l_{ip}] \vdash M \{ v := e \} M[v \mapsto l_{res} \sqcup l_{ip}] \]

**[C1]**

\[ [l_{ip}] \vdash M \{ c_1 \} M'' \quad [l_{ip}] \vdash M \{ c_2 \} M' \]

\[ [l_{ip}] \vdash M \{ c_1 ; c_2 \} M' \]

**[C2]**

\[ M \vdash e : l_{ip} \]

\[ [l_{ip}] \vdash M \{ c \} \]

\[ l_{ip} \vdash M \{ \text{if } e \text{ then } c_1 \text{ else } c_2 \} M' \]

**[C3]**

\[ l_{ip} \vdash M \{ \text{while } e \text{ do } c \} M \]

**[S]**

\[ l_1 \vdash M_1 \{ c \} M'_i \]

\[ l_2 \vdash M_2 \{ c \} M'_i \]

\[ l_2 \leq l_1, \quad M_2 \leq M_1, \quad M'_i \leq M'_2 \]

\[ M_{i_1} \vdash e : t^i \quad [l_{ip} \sqcup t^i] \vdash M_{i_1} \{ c \} M''_{i_1} \quad 0 \leq i \leq n \]

\[ M_0 = M, \quad M'_{i+1} = M''_{i} \sqcup M, \quad M''_{i+1} = M''_{i} \]

\[ [l_{ip}] \vdash M \{ \text{while } e \text{ do } c \} M''_n \]

**[C4’]**

Figure 2.2.: Flow sensitive security type system.

raised to the secrecy level of this expression. The subsumption rule (Rule S) fulfills this task.

The preconditions in the antecedent (above the line) of the typing rules of security type systems are typically limited to typing judgements for subexpressions or substatements and subtyping judgements \(^8\) such as \( l_{ip} \leq M(v) \). Constraint-based type systems [PS03] and type systems with existential types [MP85] allow also variables, constraints, and existential quantifiers as preconditions. However, as long as the security type system is control-flow insensitive, it cannot tolerate temporary breaches of confidentiality.

### 2.4.2. Control-Flow-Sensitive Security Type Systems

Figure 2.2 shows a control-flow sensitive security type system for the same imperative programming language. The typing rules origin from Hunt et al. [HS06].

Typing judgements of control-flow-sensitive security type systems have the form: \([l_{ip}] \vdash M \{ p \} M'\). In addition to the context secrecy level \(l_{ip}\), the typing judgements take two typing environments \(M\) and \(M'\). The typing environment \(M\) denotes the variable-to-secrecy-level mapping before \(p\) executes. That is, it holds the secrecy levels of information that is initially stored in the variables that \(p\) accesses. \(M'\) denotes these secrecy levels after \(p\) terminates. Hence, \([l_{ip}] \vdash M \{ p \} M'\) describes how \(p\) evolves the secrecy levels in \(M\) when executed in an \(l_{ip}\)-classified context.

In the typing judgements of control-flow-sensitive type systems, both \(M\) and \(M'\) appear on the right-hand side of \(\vdash\). This is to reflect their changing when the typing rules decompose

---

\(^8\) Note Rule E2 abbreviates a set of typing rules for the subexpressions from which \(e\) is composed. Hence, the precondition \(v \in Vars(e) \Rightarrow M(v) = \text{low}\) translates into a subtyping judgement \(M'(v) \leq \text{low}\) for \(M \vdash \text{read}(v) : \text{low}\) and into typing judgements for the subexpressions of \(e\). An example of the latter is the rule: \(M \leq M'; \quad M' \vdash e : \text{low}\)
into its substatements and subexpressions. For example, if \( p \) is sequentially composed of \( c_1 \) and \( c_2 \), Rule C2 requires \( c_1 \) and \( c_2 \) to be types as \([l_{ip}] \vdash M \{ c_1 \} M''\) respectively as \([l_{ip}] \vdash M'' \{ c_2 \} M'\) where \( M'' \) denotes the variable-to-secrecy-level mapping after \( c_1 \) terminates and before \( c_2 \) starts. In contrast to control-flow-insensitive security type systems, the typing results of a previous occurrence of these substatements cannot be reused unless the typing environments have been identical. Therefore, because recurring substatements and subexpressions have to be reevaluated more often, the costs of flow-sensitive analyses are typically much higher \([FTA02]\).

Initially, \( M \) maps each variable to an upper bound of the secrecy levels of the information that this variable holds in the initial states. \( M' \) initially denotes the observer clearances of the variables of \( p \). In the course of typing \( p \), the typing rule for the assignments in \( p \) (Rule C1) and the subsumption rule (Rule S) change these environments. If \( v := e \) is an assignment that occurs in \( p \), Rule C1 sets the secrecy level \( M'(v) \) to the least upper bound of \( l_{res} \) and \( l_{ip} \). Thereby, \( l_{res} \) is the secrecy level of the expression result \( e \) and \( l_{ip} \) is the secrecy level of the context in which the assignment appears. If this least upper bound is not dominated by the clearance of \( v \), a control-flow-insensitive security type system would immediately reject the program \( p \) containing this assignment. A control-flow-sensitive type system can however tolerate this imminent breach of confidentiality as long as the actual breach is repaired before \( p \) terminates respectively before \( v \) becomes visible to lower or incomparably classified observers. In the above type system, the latter is assumed to occur only after \( p \) terminates. In the security type system for Toy, I shall lift this restriction.

Like before, the result of the conditions of if- and while-statements must be typed at \( l_{ip} \) in order to apply the typing rules for if (Rule C3) and for while (Rule C4). The subsumption rule allows to adjust both of the typing environments and the context secrecy level. More precisely, the secrecy levels in \( M \) and \( l_{ip} \) may increase but not decrease to assume higher classified information in the stored variables respectively a higher classified context. The secrecy levels in \( M' \) may only decrease to assume lower classified observers. A program that is secure in the presence of a lower classified observer remains secure if onluy higher classified observers can see the respective variables.

Rule C4’ is an alternative typing rule for while \([HS06]\). It evaluates \( e \) and \( c \) until a fixed point \( M'_{n+1} = M'_n \) is reached. Such a fixed point exists because the abstract-interpretation part of the typing rules is monotone (see \([HS06, Theorem 4.1]\)). The abstract-interpretation part of the typing rules denotes how \( M' \) evolves from \( l_{ip} \) and \( M \) (see below).

### 2.4.3. Related Information-Flow Analyses

Although they originate from different theoretical backgrounds, control-flow-sensitive type systems \([HS06]\), abstract-interpretation-based information-flow analyses \([JPW05, Zan02]\) and Amtoft’s and Banerjee’s Hoare-like logic-based approach \([AB04]\) show many similarities.

For example, the Rules E, C1, C2, C3 and C4’ of the security type system in Figure 2.2 can also be found in abstract-interpretation-based information-flow analyses \([JPW05, Zan02]\). However, their interpretation is slightly different. Abstract interpretation (AI) symbolically executes a program on an abstract state \([Cou96]\). In the case of information-flow analyses, this state is the typing environment \( M \) enriched with the secrecy level of the “instruction-pointer”, that is the context secrecy level \( l_{ip} \) and enriched with the secrecy level of expression results \( l_{res} \).
The state \((M, l_{up}, l_{res})\) is abstract because it keeps only the secrecy levels but not the concrete values of variables. The kept secrecy levels are upper bounds because the abstract-interpretation rules cannot detect whether a concrete expression cancels information in a variable. For example, \(a = l + h - h\) clearly assigns only the low-classified information in \(l\) to \(a\). However, because Rule E abstracts from the concrete values and from the concrete arithmetic operations in \(e\), \(M(a) = M(l) \sqcup M(h) = high\).

To reduce the complexity of the analysis, abstract-interpretation rules (and the Rules C3 and C4’ of the above type system) typically recombine the results of alternative execution paths at so called join points. A join point exists after the branches of if-statements and after each iteration of while-statements. At the join point of an if-statement, control-flow-sensitive type systems and AI-based analyses combine the abstract states of the two branches \(M_1\) and \(M_2\) into the result state \(M'\) by taking the point-wise least upper bounds of their secrecy levels (i.e., \(M' = M_1 \sqcup_{ptw} M_2\), where \(M_1 \sqcup_{ptw} M_2 := \lambda v. M_1(v) \sqcup M_2(v)\)).

The fundamental difference between control-flow-sensitive analyses and abstract-interpretation-based analyses is the absence of a subsumption rule in the latter. Hence, abstract-interpretation rules alone cannot check whether programs contain security-policy-violating information flows. Instead, abstract interpretation produces an abstract result state, whose secrecy levels must be checked against the observer clearances. Warnier [JPW05] calls this check decreasing\((M, M')\). It is defined as \(\forall a. M(a) \leq M'(a)\).

The above type system by Hunt and Sands instantiated with the universal lattice \((\wp(Var), \subseteq)\) is equivalent to Amtoft and Banerjee’s independence analysis [AB04]. This leads to information-flow analyses of information-flow policies that are not completely known at the time of the analysis.

### 2.4.4. A-Priori Unknown Information-Flow Policies

To check programs for security-policy-violating information flows, security type systems and related analyses typically require precise a-priori knowledge of the information-flow policy. However, because security policies are in general dynamic and because the microkernel and its multi-level servers can be reused in a variety of different systems, information-flow policies are to a large degree unknown at the time of the analysis. Consequently, it is not always possible to decide immediately whether information flows are harmful or benign. Still, it is interesting to identify all information flows and to record them for a later check once the precise information-flow policy is known.

In [AB04], Amtoft and Banerjee describe an information-flow analysis, which is based on a Hoare-like logic. In this analysis, non-interference is described through independence assertions of variables: \(x \not\in y\). These assertions are the negation of Cohen’s notion of dependency [Coh78]. A variable \(x\) is independent of \(y\) (written \(x \not\in y\)) if any two runs of the checked program, which agree in their initial states on the values of all variables except \(y\), produce result states that agree at least on the value of \(x\).

Given an information-flow policy \((L, \leq, dom)\) and an observer secrecy level \(l\), a program with a set of independence assertions \(I\) is non-interference secure if for all \((high)\) input variables \(x\) with \(dom(x) \not\in l\) and for all \((low)\) output variables \(y\) with \(dom(y) \leq l\) it holds that \(x \not\in y \in I\).

---

9Where it is clear from the context, I shall write \(M_1 \sqcup M_2\) instead of \(M_1 \sqcup_{ptw} M_2\).
2.4. SECURITY TYPE SYSTEMS AND RELATED STATIC INFORMATION-FLOW ANALYSES

Hunt and Sands [HS06] construct a control-flow-sensitive security type system based on Amtoft’s and Banerjee’s analysis. Independence assertions are thereby replaced by a universal lattice. This lattice consists of all subsets of variable identifiers $\mathcal{P}(\text{Var})$ and the partial order $\subseteq$. For example, the universal lattice for a two variable program is $\{\{\}, \{l\}, \{h\}, \{l, h\}\}, \subseteq$.

To check data confidentiality, once the information-flow policy is known, the variable identifiers in the universal lattice are instantiated with the concrete secrecy levels of input variables.

For example, Hunt’s control-flow-sensitive information-flow analysis of $l := l + h$ returns $M'(l) = \{l, h\}$. A later instantiation with $\text{dom}(l) = \text{low}$ and $\text{dom}(h) = \text{high}$ gives $M'(l) = \text{low} \sqcup \text{high} = \text{high}$ if we assume the two level lattice with $\text{high} \not\preceq \text{low}$, which reveals the leakage.

Laud et al. [LUV05] further substantiates the similarities between independence analyses and security type systems, which are based on universal lattices. He shows that certain type systems for sequential programs are equivalent to data-flow analyses. Laud instantiates two of these analyses to check information-flow security.

In this thesis, I extend the abstract-interpretation-based approach by Warnier et al. [JPW05] with a notion of shared memory and locks. However, I will formalize this approach as a control-flow-sensitive security type system.

To check low-level operating-system code whose information-flow policy is not entirely known at the time of the analysis, I follow Hunt and Sands’ universal-lattice based approach. However, because interactions with operating-system code are not limited to the program start and termination, I have to extend this lattice to reflect when a shared-memory variable is read.

2.4.5. Operating-System Functionality

Security type systems typically abstract from the target underlying operating system. Sabelfeld [Sab01a], Mantel et al. [SM02], O Neill et al. [OCsC06], and Russo et al. [RS06] are exceptions to this rule. These works consider semaphores, blocking inter-process communication, communication channels and an interface to signal the underlying scheduler when it is safe to run low-classified threads.

However, as we shall see in greater detail in Section 4.3, the principle approaches of these works will not scale to the size and complexity of a microkernel or of a multi-level server. To prove data confidentiality of programs that invoke a certain operating-system mechanism, these works construct formal models of the respective OS functionality and specific typing rules to check the involved information flows. Finally, they prove the typing rules sound against the respective formal model of the checked OS functionality.

On the basis of a size-aligned virtual-memory read operation, we shall see that the typing rules of such a security type system tend to become rather complex and unmanageable. For this reason, I follow Furuse et al. [FDKHN07] and construct the non-deterministic intermediate programming language Toy. In Toy, interactions with the operating system and interactions with the underlying hardware appear as subprograms, which execute in an interleaved fashion with the translated C++ operating-system code. Both are subjected to the same information-flow analysis: the security type system for Toy.
2.4.6. Timing-Leak Transformations

Timing- and termination-insensitive security type systems, such as the two in Figure 2.1 and in Figure 2.2, risk overlooking internal and external timing leaks and leakages that encode information in the termination of the checked program. Nevertheless, the security type system for Toy is timing and termination insensitive.

Unexpectedly long lasting system calls or server invocations are typically quickly detected (though not as easily fixed). I will therefore not address termination leaks. Instead, I shall assume that the microkernel completes system calls in a bounded amount of time and that multi-level servers respond in a similar way to client requests.

To address internal timing leaks, I assume that the successfully checked operating-system code is subjected to a suitable timing-leak transformation. The budget-enforcing fixed-priority scheduler addresses external timing leaks.

Timing-leak transformations [Aga00b] are program transformations that produce timing-sensitive non-interference-secure programs from timing-insensitive non-interference-secure programs. To do so, they replace statements and expressions with secrecy-dependent timing behavior with semantically-equivalent statements and expressions that have no such secrecy-dependent timing behavior. Several such transformations have been proposed:

- **Cross copying** [Aga00a] copies the statements of both branches of an if-statement with secret conditional into the respective other branch. To preserve the semantics of the original code, it replaces assignments with equally-long lasting skip-statements.

- **Transactional branching** [BRW06] transforms the branches of if-statements with secret conditionals into transactions. The transformed program then executes the transactions of both branches. However, to preserve the semantics of the original code, only the transaction of the taken branch is committed.

- **Unification** [KM07] seeks to optimize the performance of cross copying by removing unnecessary skip statements. For that, unification identifies low-observable events in both branches and seeks to align identical events to occur in the same order and at the same point in time relative to the beginning of the branch.

In [BRW06], Warnier sketches a further, completely different approach, which is based on Engblom’s worst-case execution-time (WCET) analysis [EES+03]. Given a safe upper bound on the latest possible time when a low-observable event may occur, the transformation inserts a busy-waiting loop that defers this event to its safe upper bound.

With Engblom’s method, timing-leak transformation is essentially reduced to a worst-case execution-time problem. The tighter the estimated worst-case bounds, the better the performance of the transformed program. Even unsafe bounds can be used if a concrete application scenario tolerates low-bandwidth covert channels. Moreover, besides having to access the system clock, the inserted code (though not the WCET bounds) is architecture and compiler independent. As a result, when binaries are shipped rather than source code, only the data section, which contains these WCET bounds, has to be patched to adjust the transformation to a new platform.

In a sense, the countermeasure to eliminate scheduling-related timing channels due to non-preemptive execution (see Section 3.3.5 on page 69) is such a timing-leak transformation.
2.4. Points-To Analysis

Static analyses for C and C++ programs immediately benefit from the results of two further types of static analyses: points-to analysis and loop-bound analyses.

Given a program $p$, a points-to analysis seeks to statically derive as precisely as possibly the addresses to which pointer variables may refer in a certain program state $s$ of $p$. Examples of points-to analyses are [Wu, Ryd03, HL09, SWM00, WL02].

In this thesis, I will not integrate a specific points-to analysis into the security type system for Toy. Instead, I will assume that any correct points-to analysis is used to produce the pointer information the security type system requires. Let $pta(p)$ be a points-to analysis for $p$, which returns for each state $s$ of $p$ and for each pointer in $p$ the set $S$ of possible addresses to which this pointer may point to. The points-to analysis $pta(p)$ is correct if the returned sets $S$ contain at least the actual address to which the respective pointer refers. $S$ may however also contain other addresses if the precise pointer destination cannot be determined. There are two fundamental ways to react to imprecise points-to information:

1. In the analysis, we may pick one address at a time and check the remainder of the program under the assumption that this picked address is the actual address; or
2. If $S$ contains more than one address, we can apply weak updates, as explained below, on all addresses in $S$.

Tili and Debbabi [TD08] follow the first approach in their memory-safety analysis for C programs. In this check, they verify for the checked C program the absence of null-pointer dereferences, or accesses to deallocated objects, and the absence of reads to uninitialized objects.

To not risk overlooking information flows that involve reading or writing the actual pointer destination, we have to investigate all possible pointer targets. Hence, if we would follow the first approach in all situations, the analysis performance would deteriorate significantly. An efficient type checking tool must therefore select carefully when it follows the more precise first approach and where it reverts to weak updates.

Weak update [GMF79] is a safe approximation of writing through pointers whose destinations are not precisely known. The update is called weak because it would be unsafe to replace the information that a potentially targeted variable stores. In a control-flow-sensitive security type system, a weak update of a variable $v$ in the set of pointer destinations $S$ would therefore not only consider the secrecy level of the assigned expression but also the secrecy level of the information $v$ holds before the assignment is evaluated. Hence, $M'(v) := l_{res} \sqcup l_{ip} \sqcup M(v)$.

The counterpart for a weak update is a strong update. Strong updates replace the previously-stored information completely. Therefore, they can only be applied to pointers whose destination is known precisely, that is, if the set $S$ contains precisely one element. Such a set with precisely one element is called a singleton set.

Reads through pointers with imprecise pointer destinations work by returning the least upper bound of the secrecy levels of all possible destinations. That is, $l_{res} := \bigsqcup_{v \in S} M(v)$.

Static points-to analyses typically work with abstract addresses such as full-scope field or variable identifiers. However, because the virtual-to-physical address translation may ensue security policy violating information flows, these analyses are not immediately applicable to low-level operating-system code. A points-to analysis, which is applicable for an information-flow analysis of low-level OS code, must therefore return virtual addresses in the set of potential pointer destinations $S$. Wilson et al. [WL95] describe such an analysis for C / C++ pointer programs.
It reaps benefit of additional link-time information to deduce the potential virtual addresses of the referred objects.

### 2.4.8. Loop-Bound Analysis

A second type of static analyses, from which advanced static analyses for C / C++ programs benefit immediately, are loop-bound analyses (see e.g., [MAWF98, dMBCS08]). A correct loop bound analysis returns for each loop of the checked program \( p \) an upper bound on the number of iterations after which the loop is guaranteed to terminate.

Although the fixed-point iteration in Rule C4’ of the control-flow-sensitive security type system in Figure 2.2 does not depend on such a bound to produce a safe approximation of the involved information flows, knowledge of such a bound can significantly improve the precision of the analysis. For example, the following for-loop sums up the first 5 elements of the smart array \( a \).

```c
smart_array<int> a[20];
int sum = 0;
a[6] = h;
for (int i = 0; i < 5; i++)
    sum += a[i];

l = sum;
```

However, if we do not consider this bound, the analysis must pessimistically assume that all fields of the array are read. Hence, \( \text{sum} \) becomes \( \text{high} \) because we cannot exclude an access to \( a[6] \). For an ordinary array, which, unlike the smart array, does not limit accesses to the cells of the array, the results of a loop-bound analysis becomes even more important. This is because many C / C++ implementations translate out-of-bounds accesses into valid memory references to addresses beyond the array.

In this work, I shall assume that all system calls and server invocations terminate. Hence, there cannot be non-terminating loops in the checked pieces of operating-system code.

### 2.5. L4-Family Microkernels

Originating from Jochen Liedtke’s initial design [Lie95], L4 has evolved into a family of microkernels [Lie96, Lie99, DLSU04, EHL98, Sch96, Hoh02, KV05, DdEE, Ste09a, WL10]. As second-generation microkernels, these kernels implement only two mechanism: IPC, and, in recent versions [KV05, WL10, DdEE], capabilities as the sole access-control mechanism. In addition, they implement only three abstractions: threads, address spaces, and kernel memory.

L4-IPC is synchronous and reliable. That is, a communication partner is blocked until the respective other partner becomes ready to communicate, until an error occurs, or until a timeout expires; and, both communication partners are informed about errors respectively about the successful transmission of the message. Interrupts, page faults and exceptions are translated into IPC messages to a respective handler thread \(^{10}\). Upon a successful rendezvous, L4 copies the specified thread-local registers and the specified capabilities from the sender to the receiver.

\(^{10}\)Fiasco-OC [WL10] and seL4 [DdEE] support also asynchronous interrupt notifications.
In old L4 versions [Lie96, Lie99, Sch96, EHL98], these registers are limited by the general-purpose registers of the processor that are not used for other parameters. Since L4 Version X.2 [DLSU04], L4 microkernels implement thread-local message registers. These message registers and other virtual registers can be implemented with a thread-local data structure called user-level thread control block (UTCB).

A capability is a kernel-protected tuple, which consists of a set of access rights and a reference to an object on which these rights can be executed. In L4, capabilities are transferred in IPC messages (L4-map IPC). L4-map grants the sender the implicit authority to revoke the transferred access rights. Revocation is by means of the L4-unmap system call. L4-unmap revokes transferred access rights recursively from all address spaces whose threads have directly or indirectly received the unmapped capability from a thread in the unmapping thread’s address space.

To send messages (and to transfer capabilities), the sending thread must hold a capability in its address space that conveys send authority to a communication-channel kernel object. In L4.Sec [KV05] and in sel4 [DdEE], these channel objects are called endpoints. They allow multiple threads to receive simultaneously. When a sender sends a message to an endpoint, the kernel selects one of these threads to receive the message. In Nova [Ste09a] and in Fiasco-OC [WL10], channel objects are called portals and IPC-gates, respectively. They are bound to precisely one receiver thread. Together with the message, a thread receives a kernel protected token: the label. The creator of the invoked communication-channel object stores this token in the kernel object. The intended use of labels is to identify server-implemented objects. In seL4, Nova and Fiasco-OC, calls to a server implicitly create a reply capability, which conveys the authority to send a reply to the calling client.

In recent kernel versions, a thread must provide kernel memory to create threads, address spaces, communication channels, and other kernel objects. However, the kernel interface for user-controlled kernel-memory management [Hae03] differs. L4.Sec and seL4 implement kernel-memory capabilities that, like user-memory capabilities, refer to a region of physical memory. The kernel is supposed to allocate the data structures of the to-be-created kernel object in this region. Fiasco-OC Factories currently implement a quota scheme on a shared pool of kernel memory. However, a refinement of the Fiasco-OC Factory interface allows for L4.Sec and seL4-like placement controls. In L4.Sec, user memory can be transformed into kernel memory, seL4 implements the reverse transformation. In seL4, user memory is created in kernel memory like all other kernel objects.

Although implementing a specific scheduling policy inside the kernel contradicts the design principle that microkernels should only implement mechanisms and no policies, all L4-family microkernels except the version of L4-Pistachio by Jan Stoess [Sto07] implement a scheduler in the kernel. This scheduler is typically a fixed-priority scheduler. However, Fiasco-OC and L4-CX [Pet09] also experiment with an additional proportional-share scheduler. To avoid malicious or erroneous threads form monopolizing a priority level, the fixed-priority schedulers of L4 enforce a periodically-refilled execution budget. Once a thread has exhausted its budget, the scheduler will not select this thread for execution until the budget of this thread is refilled at the beginning of this thread’s next period. Hence, L4 schedulers are typically budget-enforcing fixed-priority schedulers.
To avoid costly scheduling decisions during the performance critical IPC path, L4-family micro-kernels implement hand-off scheduling [ABB+ 86, BALL90, Lie93, LES+ 97]. With the delivery of the message, the sender of an IPC implicitly donates the remainder of its current timeslice to the receiver. The scheduler is not invoked for this transfer. Often, the invoked server replies well before the next regular scheduling decision. In Fiasco, Wolter et al. [HLR+ 01] extends hand-off scheduling to a contiguous timeslice donation scheme.

### 2.5.1. A Typical L4 Server

Application-level servers in L4-family microkernels typically follow a common design. First, these servers run through an initialization phase in which they setup their fault and exception handlers, create the worker threads of this server, and the communication-channel objects for the server objects they implement. Then, they enter a server loop in which they contiguously await requests from clients that they process before they await the next client’s request. For the following discussion, it is interesting to investigate these two phases more closely.

#### 2.5.1.1. Server Initialization

When a server starts, its address space contains only the first server thread and a communication-channel capability to this thread’s pager. In L4, a pager is the thread that receives page-fault messages. The responsibility of the pager is to transfer the appropriate user-memory capabilities to this server. Initially, this is typically a thread in the loader that bootstraps this server. Later, it is typically a region-mapper thread [Reu03].

The purpose of the region mapper is to translate page faults in valid memory regions into appropriate requests to the server that backs this region. Valid memory regions are for example the server’s code and data segments, and regions containing memory-mapped files. The backing servers are the loader, a server for anonymous memory and various file servers.
Memory servers typically implement the data-space interface \cite{ADE+01}. A data space is an abstract memory object, a view is a section of a data space that can be mapped into the address space of a client. The role of a data-space manager is to back the client region that contains such a view with memory. To do so, a data-space manager may map its own memory or it can rely on the service of other data-space managers. Figure 2.3 illustrates this setup graphically. After creating additional worker threads and the corresponding communication-channel objects for the server-implemented objects, servers typically start executing a server loop.

The representation of user-level server objects with kernel-level communication channels fulfills two purposes:

1. The label of the kernel-level communication channel immediately identifies the data structure of the requested server object; and

2. The transfer and revocation of channel capabilities allows security-policy servers to control whether a thread is able to access the referred server object.

Hence, if the invoked server function can be shown to only access the server object to which the label refers or server objects that are related to this object, access control on server objects can be enforced with the help of the access-control mechanism of the microkernel. In this case, information can flow from a client to such a server object only if the client holds a capability that conveys write access to these objects (e.g., by authorizing a respective server function that writes these objects). Information flows in the reverse direction can happen only to clients that hold a capability which conveys read access.

The purpose of the proposed information-flow analysis is to identify the precise nature of these information flows and to show the server function to access only the expected objects.

In the case of the buffer-cache server (see Section 5.3), communication-channel labels refer to the legitimately-accessible open files. The buffers of the memory pool of the invoking client and the memory-pool meta data are related objects. When a client opens a new file, a new capability is returned for the open file, which establishes this relation.

### 2.5.1.2. The Server Loop

The C++ pseudo code in Figure 2.4 shows a server loop of a typical server in an L4-based system. Given a message buffer \texttt{message}, the server loop invokes the C wrapper function \texttt{l4_ipc_wait} until no further IPC errors are reported. IPC errors can report a message ‘cut’ if a client sends a string message that exceeds the size of the receive window, or a timeout by the client. Servers typically await requests with timeout infinity and send replies with timeout zero. On a reply, IPC errors can indicate that the client has died before the reply could be sent or that the client is not receiving. In these cases, the server typically drops the request and awaits a new one.

The C wrapper functions \texttt{l4_ipc_wait} and \texttt{l4_ipc_reply_and_wait} are the system-call bindings for two variants of L4-IPC. The first causes the invoker to enter an open receive state in which it awaits messages from all its communication channels, the second invokes the reply capability to send a response to a client and then causes the invoker to enter this open receive state. Both contain assembler code, which loads the system-call parameters into the general-purpose registers of the CPU and causes a kernel entry.

\footnote{L4.Sec stores the label with the capability, hence, multiple server objects can be represented with a single endpoint.}
Per convention, all messages contain the opcode of the invoked operation at a fixed position. The code in Line 16 extracts this opcode. The switch statement in Line 18 checks whether this opcode is valid for the referenced object. If it is not valid, the default case returns an error message to indicate to the client that it has invoked the server with an invalid opcode.

The statements in Line 21 and in Line 25 unmarshal the message parameters for the invoked server functionality. After that, they call a C++ function, which implements the invoked functionality on the server object that is referenced to by `label`. An implicit assumption is here that all communication channels store labels that refer to valid server objects. The `label` is of a derived type of `class Server_Object`.

When the C++ function, which implements the invoked functionality, returns, the server replies to the invoking client and awaits the next request with `l4_ipc_reply_and_wait`. 
2.5. L4-FAMILY MICROKERNELS

2.5.1.3. Similarities between Server Loops and L4 System Calls

The implementation of system calls in L4-family microkernels show many similarities to the above server loop: capabilities store the kernel-protected pointer that refers to a kernel object; system-call parameters are passed in the general-purpose registers of the CPU respectively in the invoking thread’s UTCB and, in recent kernel versions, an opcode identifies the invoked system call. The two primary differences are:

- The absence of worker threads, and
- The retrieval of information that is stored in the capabilities.

When a thread invokes a system call, the kernel executes this system call on behalf of the invoking thread. For that, it can use the resources (kernel stack, thread control block, etc.) of the invoking thread. A separate kernel thread is not required.

To access the information that is stored in a capability, the kernel has to lookup the capability tables, a data structure that, like the processor page tables, maps address-space local identifies to capabilities. Parameters are either located in the general-purpose registers or in the special-purpose registers of the processor or in the UTCB of the invoking thread. For example, if an IA32 kernel receives a page-fault exception, the page-fault address is passed in the special purpose register CR2 [Cor09, § 2.5 - Vol. 3a].

For the access-control mechanism to control information flows through system calls, the kernel must guarantee that it will only access the kernel object to which the invoked capability refers or an object that is related to this object. An example of a related object is the thread that receives messages that are sent to one of its IPC gates. The role of the information flow analysis of system calls is to establish precisely this guarantee for the system calls of L4-family microkernels.

2.5.2. Confinement

In systems such as L4, where every application-level thread can propagate access rights, it is interesting to know where access rights can propagate and what de-facto access a thread may obtain with the help of other threads [BS79]. The corresponding property is called confinement.

A compartment is a subsystem that is treated as a single subject by the security policy. A compartment is confined [Lam73] if no thread of this compartment can leak information to entities outside this compartment. That is, the information-flow policy must have explicitly authorized all information flows to outside entities such as multilevel servers or the microkernel.

Shapiro [Sha00], Elkaduwe [EKE08] and Boyton [Boy09] show a weaker property: no thread of an access-confined compartment can obtain a permission that authorizes a write to an entity outside this compartment unless this permission is received over an explicitly authorized channel.

The information flows of permitted operations and hence the operations through which entities can write to compartment-external entities are assumed axiomatically. For example in Shapiro et al. [Sha00], the functions reads_from and writes_to formalize the assumed information flows of the system calls of the EROS capability system [Sha99]. When instantiated with the universal lattice for shared-memory programs, the security type system for Toy identifies these information flows for the checked system calls and for the checked server invocations.
For a compartment to be access confined in both L4 and in EROS, it must have been started by a trusted loader — the constructor [Sha00]. The purpose of this loader is to start compartments and to define the initially authorized channels. It is trusted not to propagate additional (unauthorized) capabilities to the compartments it starts.

### 2.6. Non-interference-Secure Scheduling

Since their first identification by Schaefer et al. in the context of the KVM/370 security kernel [SGLS77], several solutions have been proposed to eliminate scheduling-related covert channels. Besides fuzzy time [Hu91] and time-partitioning schedulers [Kop98], which I have already discussed in Section 1.3.2, there are two principal approaches to avoid these channels:

1. Information-flow secure schedulers; and
2. Language-based information-flow analyses for applications that run on top of specific classes of schedulers.

To further reduce the remaining covert-channel bandwidth of fuzzy-time systems, Trosistle [Tro93] proposes a combination of fuzzy time with channel-bandwidth reducing schedulers. Hu’s lattice scheduler [Hu92] is one such scheduler. Whenever a thread blocks, the lattice scheduler selects the quantum of a ready thread with dominating secrecy level. It then runs this thread unless the quantum is exhausted. Only if the scheduler finds no more ready threads with dominating secrecy level, it resumes the execution of lower-classified threads. In [Tro93], Trosistle proposes to further delay this point by idling for a randomly-chosen amount of time.

Both scheduler versions do not eliminate scheduling-related covert channels entirely. They merely reduce their bandwidth. Moreover, many real-time threads (e.g., real-time device drivers) run periodically for short amounts of time and without requiring plain-text access to confidential data. For these threads, the minimal period length, which is achievable with these scheduler versions, is as large as the sum of all quanta. Even if we would modify the lattice scheduler to select the highest-prioritized thread in situations when no more higher-classified threads are ready, period lengths are still at least as large as the sum of the quanta of higher-classified threads. As a consequence, they cannot be used for real-time systems such as our envisaged open microkernel-based system.

In the context of Secure Alpha, Boucher et al. [BCG94] propose a scheduler that trades real-time performance against covert-channel bandwidth. For that, the scheduler dynamically monitors the bandwidth of covert channels. If the accumulated bandwidth exceeds a certain threshold, the scheduler switches from a real-time scheduling scheme to a scheduling scheme similar to that of the lattice scheduler.

To obtain this threshold, the scheduler considers the time-value functions [Jen92] of its threads. These functions indicate the importance of running the corresponding threads at a certain point in time. In other words, the time-value function of a thread say whether it is still feasible to delay the execution of this thread to reduce covert-channel bandwidth.

In contrast to our scheduler, Boucher requires a completely new admission test to determine whether a given real-time workload will meet its timing requirements. In particular, to guarantee both the in-time completion of all threads and an upper bound on the amount of leaked information, covert-channel bandwidths must be predicted at the time of the admission test. For the budget-enforcing fixed-priority scheduler, which I shall introduce in Chapter 3, a large class of existing admission tests can be reused to determine whether all threads will meet their timing
requirements. Like Hu and Trostle, Boucher’s scheduler cannot completely avoid leakage over scheduling-related timing channels.

Security-type-system-based approaches complement the discussed OS-level solutions. Volpano and Smith [SV98] and Sabelfeld et al. [SS00] propose static information-flow analyses for programs that execute on top of a uniform, a probabilistic, or an arbitrary scheduler. However, for most practical purposes, these analyses are too restrictive. Russo et al. [RS06] lifts some of these restrictions by allowing threads to inform the underlying scheduler when only equally-classified threads should run. However, Russo’s scheduler cannot prevent external timing leaks.

In the envisaged open microkernel-based system, we seek to run also those programs that cannot be checked by contemporary static information-flow analyses. Therefore, we have to reject solutions that are solely based on static information-flow analyses to prevent leakage. Such a solution might however complement OS-level solutions.

2.7. Prototype Verification System (PVS)

I have machine checked the non-interference proof for the budget-enforcing fixed-priority scheduler in Chapter 3 and the soundness proof for the security type system for Toy with the help of an interactive theorem prover: the Prototype Verification System (PVS) [ORS92]. In the following, I introduce the syntax and semantics of the specification language of this theorem prover to the degree it is required for this thesis. I assume the reader is familiar with simple set theory.\(^\text{12}\)

The specification language of PVS is based on a simply-typed higher-order logic enriched with predicate subtypes, dependent record types, abstract data types, inductive and co-inductive types, and various other features.

PVS provides predefined types for the common data types of programming languages. These include, for example, the natural number type \texttt{nat}, the integer type \texttt{int} and the boolean type \texttt{bool} with the values \texttt{true} and \texttt{false}.

In addition, PVS allows for the creation of record types and it supports (recursive) abstract datatypes. The following code snippet defines the record type \texttt{Pair}, a constant \texttt{p} of this type and a variable \texttt{q} of this type. The type \texttt{Pair} contains two members of type \texttt{nat}: \texttt{x} and \texttt{y}.

```
Pair : Type = [#
  x : nat,
  y : nat
#]

p : Pair
q : Var Pair
```

The member access \texttt{p'x} returns the value of the member \texttt{x} of the record constant \texttt{p}. A partial update of the member \texttt{y} of \texttt{p} is written as \texttt{p With [(y) := n]}. This update returns a new instance of the record \texttt{p} whose member \texttt{y} equals to \texttt{n} and whose member \texttt{x} equals to \texttt{p'x}.

\(^{12}\)A brief summary of simple set theory can be found in [Wik].
Abstract data types define disjoint unions of tagged variants. PVS allows abstract data types to be simple recursive. The following example defines the recursive abstract data type \texttt{List}.

\begin{verbatim}
List[T : Type] : Datatype
Begin
    null : null?
    cons(car : T, cdr : List) : cons?
End List
\end{verbatim}

The type \texttt{T} is a parameter of this abstract data type. It denotes the type of list elements. PVS allows abstract data types and theories to be parametric.

The type \texttt{List} contains two variants: the constructor \texttt{null} for the empty list and the constructor \texttt{cons} for the list that starts with the head-element \texttt{car} and whose tail is the list \texttt{cdr}. The constructor \texttt{cons} is recursive because it takes a list as its second parameter.

The identifiers \texttt{car} and \texttt{cdr} are accessors, that is, partial functions from \texttt{List} to the types of the respective parameter. \texttt{car(l)} returns the head element of the list \texttt{l}, \texttt{cdr(l)} returns the tail of \texttt{l}. For example \texttt{car(cons(e, null)) = e}. The type checker prevents \texttt{car(null)} and \texttt{cdr(null)} because both are only defined for the non-empty list.

The predicates \texttt{null?} and \texttt{cons?} are recognizer predicates for the corresponding variants. For example, \texttt{null?(l)} returns true if and only if \texttt{l} is the empty list \texttt{null}. PVS uses the same syntax to denote partial updates of abstract data types and of record types.

Abstract data types come with an induction scheme called: \textit{structural induction}. According to this scheme, a predicate \texttt{P} holds for all members of an abstract data type \texttt{A} if

1. \texttt{P} holds for all members produced by non-recursive constructors (the base case), and
2. \texttt{P} can be concluded for all recursive constructors from the precondition that \texttt{P} holds for the parameters of these constructors that have type \texttt{A}.

The keyword \texttt{Type} defines a new type. For example, the following code snippet defines two new types \texttt{X} and \texttt{Y}.

\begin{verbatim}
X : Type
Y : Type = (pred?[T])
\end{verbatim}

The type \texttt{X} is not further specified. \texttt{Y} contains all elements of the type \texttt{T} for which the predicate \texttt{pred?} holds. Hence, \texttt{Y} is a predicate subtype of \texttt{T}. The notation \texttt{(pred?[T])} is syntactic sugar for \{\texttt{y : T | pred?(y)}\}.

In addition to structures (i.e., records) and tagged unions (i.e., abstract datatypes), PVS also supports functions as first class types. The notation

\begin{verbatim}
fn( x : X)( y : Y ) : Recursive bool = ...
Measure ... By ...
\end{verbatim}

defines a recursive function \texttt{fn} of type \texttt{bool} with two parameters of type \texttt{X} and \texttt{Y}, respectively. Actually, this notation stands also for a function from elements of type \texttt{X} to functions of type \texttt{[Y \rightarrow bool]}. The keyword \texttt{Recursive} denotes a recursive specification of \texttt{fn}. To ensure that the function is total (i.e., defined for every value of its domain), PVS requires a well-founded order on the parameters of this function. The parameters for this order have to be provided after the keyword \texttt{Measure}, the order after the keyword \texttt{By}. Lambda notation allows for an inline definition of functions. For example, \( \lambda (x : X)(y : Y) : true \) is a function of the same type as \texttt{fn}.  
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PVS collects specifications and lemmas in theories. The proofs of these lemmas are kept in separate files. Like abstract data types, a Theory can be parametric. To use the definitions and lemmas of one theory in another theory, the former must be imported with the keyword Importing.

Lemmas have the form name : Lemma spec where name is a theory-local name for this lemma and spec is the specification. In PVS, the common mathematical constructs are available for specifications: $\Rightarrow$, $\land$, $\lor$, $\Leftrightarrow$, Exists $(t : T) : \ldots$ and Forall $(t : T) : \ldots$. In addition, PVS provides a conditional statement: If ... Then ... Else ... Endif with the expected semantics and a selection statement for the variants of abstract data types. For example,

```
Cases list_var Of
  cons(h,t) : ...
  null : ...
EndCases
```

evaluates to the expression on the respective right-hand side of the line matching the variant of list_var. The variable list_var is of type List[T].

PVS allows the construction of predicate subtypes from arbitrary predicates. Hence, typechecking in PVS is undecidable. Whenever PVS cannot automatically deduce the correct type of a statement, it generates a proof obligation called type correctness constraint (TCC). To avoid vacuous results, all TCCs have to be proven in the prover component of PVS.

Proofs in PVS are developed interactively by applying proof commands to the individual goals of a proof. There are proof commands for the standard simplification and verification techniques such as induction, if-lifting and the simplification of binary decision diagrams (BDDs). In addition, PVS provides proof commands for the application of previously shown lemmas.

The prover component of PVS maintains for each proof a proof tree. The nodes of this tree denote the proof goals. Leaf nodes stand for open proof goals. Each proof goal is represented as a sequence of antecedents $(A_1, \ldots, A_n)$ and consequents $(B_1, \ldots, B_m)$. With the help of the proof commands, the user is expected to show that $A_1 \land \ldots \land A_n \Rightarrow B_1 \lor \ldots \lor B_m$ holds. In the interactive proof mode, PVS uses $\vdash$ instead of $\Rightarrow$ and presents antecedents in the lines above $\vdash$ and consequents in the lines below this mark (see the proof of append null below).

To give an idea how a PVS proof looks like, let me repeat the proof of append null from the PVS prelude. It shows that appending the empty list to a list l results in precisely this list. The function append is recursively defined as:

```
append(l,tail) : Recursive List[T] =
  Cases l Of
    null : tail ,
    cons(h,t) : cons(h,append(t,tail))
  EndCases
Measure length(l)
```

The specification of append null is:

```
append_null : Lemma
  Forall (l : List[T]) : append(l, null) = l
```
The proof of this lemma uses four proof commands:

- \textbf{(induct l)} invokes the structural induction scheme of the list \(l\),
- \textbf{(skolem \(*\)} replaces all universally-quantified variables with arbitrary but fixed values of this type,
- \textbf{(expand “append”)} replaces the function \texttt{append} with its definition, and
- \textbf{(replace \(-1\ 1\)} replaces in the consequent \{1\} all occurrences of the left-hand side of the equation in the antecedent \{-1\} with the right-hand side of this equation.

The proof of \texttt{append\_null} proceeds as follows. Initially, the proof tree contains one goal at the root node, which contains the specification of the lemma to be shown:

\[
\{1\} \quad \text{Forall } (l : \text{List}[T]) : \text{append}(l, \text{null})
\]

Structural induction over \(l\) and skolemization (\texttt{skolem \(*\)} of the universally-quantified variables spawns two new proof goals as children of this root node:

- \[
\{1\} \quad \text{append}(\text{null, null})
\]
- \[
\{−1\} \quad \text{append}(\text{cons2\_var!1, null}) = \text{cons2\_var!1}
\]
- \[
\{−1\} \quad \text{append}(\text{cons\_var!1, cons2\_var!1}) = \text{cons(cons\_var!1, cons2\_var!1)}
\]
- \[
\{1\} \quad \text{cons(cons\_var!1, append(cons2\_var!1, null))} = \text{cons(cons\_var!1, cons2\_var!1)}
\]

This goal holds trivially after \textbf{(replace \(-1\ 1\)} replaces \texttt{append(cons2\_var!1, null)} in the consequent of this goal with \texttt{cons2\_var!1}, the right-hand side of the antecedent \{-1\}.

In practice, PVS proofs tend to become rather large. Also, little insight can be obtained from the commands and from the order in which they are applied. This is in particular the case if proof commands such as \texttt{grind} are used, which combine several simplification steps in one command. In this thesis, I will therefore refrain from presenting the detailed PVS proofs. Instead, I give an informal direction how the proofs work and refer the interested reader to the published sources [Völ10, Völ08b, VHH08a].
3. Avoiding External Timing Channels in Fixed-Priority Schedulers

This chapter identifies scheduling-related timing channels in fixed-priority schedulers and presents a budget-enforcing fixed-priority scheduler that provably eliminates these channels.

Fixed-priority schedulers always execute one of the highest prioritized ready threads. If more than one such thread exists, a second scheduling policy determines which of these highest prioritized ready threads should run. FIFO and Round Robin are the two most prominent examples of policies for equally prioritized threads.

Budget-enforcing fixed-priority schedulers further constrain the threads they run with a periodically refilled execution budget. Budget-enforcing schedulers execute only threads with positive execution budgets. Running threads consume their budgets.

Essentially, the secure scheduler, which I shall introduce in this chapter, works in the same way as a standard budget-enforcing fixed-priority scheduler. The two fundamental differences are the countermeasures it implements to avoid leakage over scheduling-related timing channels. These countermeasures are:

- **Countermeasure 1:** treat possibly leaking threads as if they where ready, and
- **Countermeasure 2:** defer the points in time when possibly leaked-to threads resume their execution.

In Section 3.3, we shall see in greater detail that the first countermeasure prevents leakage due to alterations in the execution and blocking behavior of higher prioritized threads. The second countermeasure prevents leakage caused by non-preemptively executing lower prioritized threads.

**Structure of this Chapter**

The remainder of this chapter is organized as follows: Section 3.1 introduces ReThMo, a non-standard task model to characterize a large class of classic real-time workloads for the purpose of proving non-interference for fixed-priority schedulers. Task models are typically designed to describe the parameters of real-time workloads for admission tests, that is, for tests that seek to determine whether all threads will complete in time (i.e., before their deadline) respectively whether they will meet their timing requirements. Section 3.1.1 discusses the issues that arise when constructing task models for the purpose of describing scheduler workloads for non-interference proofs. Section 3.1.2 introduces the thread scheduling parameters of ReThMo, and Section 3.1.3 demonstrates the expressiveness of the proposed task model by describing how classic real-time workloads map to ReThMo.

In Section 3.2, I investigate possibilities to leak information through fixed-priority schedulers. Besides the more obvious channels from higher prioritized threads to lower prioritized threads, we shall see how lower prioritized threads altering their non-preemptive execution behavior can leak to higher prioritized threads.
Section 3.3 introduces the budget-enforcing fixed-priority scheduler and the countermeasures it applies. I discuss variations of this scheduler for transitive and intransitive information-flow policies, for FIFO and Round Robin, and alternatives for budget-consumer threads to deal with treated-as-ready blocked threads.

In Section 3.4, I present the formalization of this scheduler in PVS and its machine-checked non-interference proof.

A discussion of the preserved real-time guarantees (Section 3.5) and of practical matters (Section 3.6) concludes this chapter.

The results, which I present in this chapter, are in part based on joint work with Claude-Joachim Hamann and Hermann Hartig. They are documented in a publication [VHH08b] at the ACM Symposium on Information, Computer and Communications Security (ASIACCS’08).

Notational Conventions

The following notational conventions apply to the remainder of this chapter. I write \( \tau_h \) and \( \tau_l \) to denote that \( \tau_h \) is a thread with a higher or equal priority than the thread \( \tau_l \).

Given a set \( T \) of threads to schedule, I denote with the set \( T_{\text{low}}(\tau) \) the subset of \( T \) that contains all threads with a lower or the same priority than \( \tau \). \( T_{\text{high}}(\tau) \) is defined accordingly as the set of higher or equally prioritized threads.

As introduced in Section 2.3, I denote information-flow policies as triples: \((L, \leq, \text{dom})\). Such a triple consists of a set of secrecy levels \( L \), the dominates relation \( \leq \) and the domain \( \text{dom} \). Here, \( \text{dom} \) assigns each thread its secrecy level. I write \( \tau_H \) and \( \tau_L \) to denote that \( \tau_H \) is higher or equally classified (i.e., \( \text{dom}(\tau_L) \leq \text{dom}(\tau_H) \)).

In the non-interference proof in Section 3.4, I shall not require \((L, \leq)\) to be a lattice. Instead, it suffices that \( \leq \) is reflexive and uniquely bounded from above and from below. In particular, \( \leq \) needs not to be transitive. For the arguments about intransitive information-flow policies, recall the definition of an intransitive pass as the triple of secrecy levels \((s, m, r)\) with \( s \leq m \land m \leq r \land s \nleq r \) and the definition of an intransitive point as the secrecy level \( m \) in the middle of such a pass (see Section 2.2.2).

3.1. The ReThMo Task Model

This section introduces ReThMo, a task model to characterize the workloads of budget-enforcing fixed-priority schedulers for the purpose of proving these schedulers non-interference secure.

3.1.1. Task Models for Non-interference Proofs

Task models define the parameters that characterize the behavior of real-time and best-effort workloads and of the individual threads \(^1\) of these workloads.

Standard task models, such as the periodic task model [Liu00, Chapter 3.3], are primarily designed to characterize threads for offline admission tests. For these tests to work, the values of thread parameters must already be known while the system is still offline. Therefore,

\(^1\)In the literature, the term task is used both for the set of jobs that jointly provide some functionality and for the set of threads that share the same address space. In this thesis, I will call the set of jobs a thread to avoid confusions, which arise from this ambiguity.
task models often describe threads with a-priori known parameters that approximate their real behavior in a way that is safe for the admission.

An approximation of thread behaviors is safe for the admission if the real-time guarantees of admitted threads are preserved. Two prominent examples of such approximated parameters are the worst-case execution time (WCET) of a thread and the critical instant as an approximation for arbitrary release times. The WCET is an upper bound on the actual time a thread executes. The critical instant is the combination of job release times that leads to the worst-case response times of the jobs [Liu00, Chapter 6.5.1] of a thread. The response time of a job is the time between its release and the instant when it completes. WCET and critical instant are safe approximations because threads that are admitted with these parameters will complete in time even if they execute shorter than their WCET and even if the jobs of this thread are released at different points in time.

However, for proving a scheduler non-interference secure, task models that are based on approximated parameters risk overlooking information flows due to variations in the actual behavior of a thread. For an information-flow analysis, critical-instant analyses are not sufficient because an analysis of the critical instant for a thread says nothing about the information flows of threads with earlier or later released jobs. The same argument holds for execution time approximations with WCETs.

Fortunately, for non-interference proofs, the precise values of thread scheduling parameters need not to be known a-priori. In ReThMo, I shall therefore use parameters, which describe the behavior of threads precisely but whose values are typically not known until the thread reacts in the described way. In the non-interference proof one can easily deal with such unspecified parameters by assuming them to be arbitrary but fixed. However, when modelling a scheduler, one must take care not to rely on the values of parameters at a time when these cannot be known.

For example, ReThMo denotes the execution and blocking behavior of a thread as an action trace, which describes the intention of the corresponding thread to do some work or to yield the CPU to other threads if the scheduler would select it at a certain point in time. Obviously, the scheduling decision for such a point in time must not depend on the future actions of a thread because these cannot yet be known. I shall therefore require ReThMo-based schedulers to be well formed:

**Definition 9. Well-formed scheduler**

A scheduler, which is based on the ReThMo task model (see below) is well formed if and only if any scheduling decision that it makes for some point in time $t$ depends only on parameters that are already known at this point in time. For explicitly timed parameters (such as time-to-value mappings) the scheduler may only rely on values whose time $t'$ is earlier or equal to $t$.

Release points are an exception. Because ReThMo abstracts from thread-releasing events, scheduler models have to check whether the next release point of an inactive thread has yet occurred. To do so, the scheduler model must read the next release point value, whose precise value may not yet be known. The only information that is known is that the value must denote some future time if the release point has not yet occurred. For this reason it is safe to compare release points against the point in time for which the current scheduling decision should be made and to use the result of this comparison to denote that the release point has not yet occurred. A ReThMo-based scheduler model in which future release points are used in some other way is not well formed.
It is easy to see that the scheduler model for the budget-enforcing fixed-priority scheduler, which I shall introduce in Section 3.4, is well formed: it only accesses the ReThMo-parameters in the above described way.

3.1.2. Thread Scheduling Parameters

The ReThMo task model is characterized by the following parameters, with which it describes the behavior of threads. In ReThMo, a thread $\tau$ of the set of threads $T$ is characterized by a possibly infinite sequence of jobs. A job is a unit of work that the system executes [Liu00, Chapter 2.1]. Sequences of jobs are not necessarily periodic. I shall write $\tau_{i,k}$ to denote the $k^{th}$ job of the thread $\tau_i$. Unless explicitly stated otherwise, I assume that the scheduler runs all threads in $T$ on the same CPU. The following parameters characterize the job $\tau_{i,k}$ of a thread $\tau_i$ ($k \in \{0, 1, \ldots\}$):

- **release point** $r_{i,k}$: the absolute point in time at which $\tau_{i,k}$ becomes eligible for execution;
- **relative deadline** $d_{i,k}$: the amount of time after $r_{i,k}$ by which $\tau_{i,k}$ must have finished;
- **execution budget** $eb_{i,k}$: an upper bound on the time $\tau_{i,k}$ is allowed to execute; and
- **total budget** $tb_{i,k}$: an upper bound on the time $\tau_{i,k}$ is allowed to either execute or to block.

The scheduler keeps track of the remaining budgets of a job. I denote the remaining execution budget by $eb_{\text{rem}_i,k}$ and the remaining total budget by $tb_{\text{rem}_i,k}$. The following four parameters are common to all jobs of a thread:

- **priority** $prio_i$: the fixed priority $^2$. From all ready jobs, a fixed-priority scheduler chooses between the ones with the highest priority. The precise choice depends on the scheduling policy for equally prioritized jobs (e.g., FIFO or Round Robin);
- **maximum delay** $max_{\text{delay}}_i$: an upper bound on the contiguous time jobs of the thread $\tau_i$ may execute non-preemptively; and
- **action trace** $actions_i$: a not further specified trace of the actions that the jobs of the thread $\tau_i$ will perform.

A released job may perform one of the following actions: it may sleep for some while, it may wait for some resource, it may wait for the arrival of a message from another thread or for the occurrence of an external event. In all these cases, I say the job blocks. In addition, a job may choose to execute preemptively or to execute non-preemptively. A job that has finished its work can stop. In this case, the thread of this job will continue with the next job at the release point of this next job.

Depending on these actions, on the actions of the jobs of other threads, and on the decisions of the scheduler, a job is in one of the following states.

**Running**: the job is released and holds all resources it requires, the processor included. The scheduler has selected this job for execution and the job executes preemptively.

---

$^2$I shall also write $prio(\tau_i)$ for the priority $prio_i$ of the thread $\tau_i$. 
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Delivering: this state is identical to running except that the job executes non-preemptively. Thereby, it delays the points in time when higher prioritized threads are able to preempt this thread. The scheduler bounds the time by \( \text{max}_{\text{delay}} \), that a job \( \tau_{i,k} \) can continue to stay in this state after a preemption has occurred. After this time, the scheduler forcibly preempts \( \tau_{i,k} \).

Ready: the job is released and holds all resources with the exception of the processor. For the job to become running or delaying, the scheduler must select it.

Blocked: the job is released but blocks (e.g., because it waits for some resource or for some external event). A job releases the processor when it blocks to allow other ready jobs to run. ReThMo does not require a job to run prior to blocking. For example, if a job has requested a resource that is not available until the next job of this thread is released, this next job is released as blocked. Hence, the transition from inactive to blocked.

Stopped: a job that has finished its work can stop. In this case, the thread awaits the release of its next job. A job that has exhausted its execution budget (though not necessarily its total budget) stops automatically. Blocked and stopped jobs continue to consume their remaining total budget. After that, they become inactive.

Inactive: jobs that have exhausted their total budgets (though not necessarily their execution budgets) and jobs whose deadlines have passed are inactive. The thread of an inactive job awaits the release of its next job. Without loss of generality, I assume that a job of a thread becomes inactive before the next job of this thread is released.

In addition, I say:

Active: a job is active if it is not inactive.

An active job can be running, delaying, ready, blocked or stopped. Figure 3.1 presents the transition diagram for these states. The total budget of an active job is not depleted and its
CHAPTER 3. AVOIDING EXTERNAL TIMING CHANNELS IN FIXED-PRIORITY SCHEDULERS

Figure 3.2.: Illustration of the ReThMo thread-scheduling parameters. τₜ runs at a higher priority than τ₁.

deadline has not passed yet. In the following, I shall say a thread is in a certain thread state if its current job is in this state. I say a thread runs if its current job either executes preemptively or non-preemptively.

At a first glance, stopped and inactive seem to express the same state. This is not the case: a job that has stopped still possesses a positive remaining total budget and its deadline has not yet passed. I introduce the distinction between stopped and inactive jobs here because later in Section 3.3, I have to distinguish jobs that stopped voluntarily from jobs that were forcibly deactivated by a passing deadline or as a result of a depleted total budget.

Figure 3.2 illustrates the ReThMo thread scheduling parameters in an example schedule with two threads: τₜ and τ₁. It shows the execution of two jobs of the thread τₜ and of one job of the lower prioritized thread τ₁. Release points are denoted by upward arrows. Absolute deadlines (i.e., $d_{abs,i,k} = r_{i,k} + d_{i,k}$) are denoted by downward arrows. The first job of τₜ starts executing and then blocks. At this point in time, the scheduler selects the current job of the next lower prioritized ready thread: the first and only job τ₁₀ of τ₁. At first, τ₁₀ executes preemptively (white bar). Then, it starts executing non-preemptively (filled bar). Although the first job τₜ₀ of τₜ unblocks (end of thin line), the scheduler continues to run τ₁₀ until either τ₁₀ resumes executing preemptively or until τ₁₀ has executed non-preemptively longer than $max_{delay_1}$. In both cases, τ₁₀ resumes its execution until the scheduler deactivates this job at its deadline. The second job τₜ₁ of τₜ executes and blocks longer than $tb_{h,1}$. Once it has consumed this total budget, the scheduler deactivates τₜ₁. At this time, the absolute deadline $d_{abs,h,1} = r_{h,1} + d_{h,1}$ is still in the future.

Note that the total budget of τₜ₀ is larger than the total budget of τₜ₁. ReThMo explicitly allows differing parameter values for the individual jobs of the same thread. This way and

---

Note that transitioning a blocked (or stopped) thread to invalid does not necessarily induce scheduling overhead. For example, if a concrete implementation of a ReThMo-based scheduler stores the absolute point in time $t$ when such a thread has released the CPU, this timestamp reveals whether the thread is still blocked or whether it is already inactive. The latter is the case if the absolute deadline of this thread (i.e., $r_{i,k} + d_{i,k}$) is in the past or if $t$ is longer than $tb_{rem,i,k}(t)$ in the past. Here, $tb_{rem,i,k}(t)$ is the remaining total budget at the time $t$ when the thread has released the CPU.
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Figure 3.3.: The unconstrained blocking of the higher prioritized thread $\tau_h$ causes a deadline miss of the lower prioritized thread $\tau_l$ (denoted by the shaded part of $\tau_l$). Schedulers that enforce either blocking budgets or total budgets can avoid these misses.

because the values of most scheduling parameters are taken as arbitrary but fixed, ReThMo is able to characterize a large class of existing real-time workloads. In Section 3.1.3, I shall elaborate on the expressiveness of ReThMo by giving several examples of common real-time workloads and how they map to the ReThMo thread-scheduling parameters.

3.1.2.1. Budget Enforcement

In ReThMo, a job is characterized by two budgets: an execution budget and a total budget. In the following section, I motivate this choice and discuss an alternative where jobs are constrained by an additional blocking budget instead of a total budget.

Obviously, for lower prioritized threads $\tau_l$ to meet their admitted real-time guarantees, a scheduler must enforce the execution budgets of the jobs of equally and higher prioritized threads $\tau_h$. Otherwise, if such a thread $\tau_h$ is malicious or erroneous, $\tau_l$ risks missing its deadline.

In addition to unconstrained execution, also unconstrained blocking can cause lower prioritized threads to miss their deadlines. Figure 3.3 depicts such a scenario: the first job $\tau_{h,0}$ of the higher prioritized thread $\tau_h$ blocks such that a significant part of its work remains when $\tau_l$’s job $\tau_{l,0}$ is released. The time that remains in between $\tau_{h,0}$ finishing its executing and $\tau_{h,1}$ starting its execution does not allow $\tau_{l,0}$ to finish before its deadline. I assume here that $\tau_l$ was successfully admitted under the assumption that $\tau_{h,0}$ blocks no longer than the point in time marked as (1) and that some error or malpractice has caused $\tau_{h,0}$ to exceeded its admitted blocking time.

To enforce limited blocking times, two principle approaches are imaginable:

- limit the blocking of a job, or
- limit the total time that a job can either execute or block.

In the first case, the scheduler enforces a blocking budget $bb_{h,k}$. In the second case, it enforces a total (blocking and execution) budget.
In case a scheduler enforces blocking budgets $bb_{i,k}$, it deactivates the corresponding jobs $\tau_{i,k}$ once their accumulated blocking time exceeds their blocking budgets. In the scenario in Figure 3.3, such a scheduler would deactivate $\tau_{h,0}$ at the point in time marked by (1). The remaining execution of $\tau_{h,0}$ is dropped.

In case a scheduler enforces total budgets $tb_{i,k}$, jobs $\tau_{i,k}$ may continue to execute after they have exceeded $bb_{i,k}$. However, the time that they can execute after this excess is reduced accordingly. In total, after their execution or blocking exceeds $tb_{i,k}$, the scheduler deactivates these jobs. In Figure 3.3, the point in time when such a scheduler would deactivate $\tau_{h,0}$ is marked by (2). At this time, $\tau_l$ receives sufficient time to complete before the release of $\tau_{h,1}$ and hence before its deadline.

In the following, I shall assume an enforcement of execution and total budgets. Adjusting the presented results for a scheduler that enforces blocking budgets instead of total budgets is straightforward: countermeasure 1 has to last until both the execution budget and the blocking budget of a possibly leaking thread are depleted. That is, the scheduler must treat a possible leaking blocked thread as ready until its remaining blocking budget is depleted and, after that, it must defer the deactivation of this thread until its remaining execution budget is depleted as well. In Section 3.3, we shall return to this point in greater detail.

### 3.1.3. Expressiveness

ReThMo is sufficiently expressive to describe the real-time workloads of many standard task models. In this section, I demonstrate how strictly periodic threads, sporadic threads and aperiodic threads map to ReThMo. In addition, I show how ReThMo can describe deferrable servers and the real-time workloads of time-partitioning schedulers. Deferrable servers are a means to schedule aperiodic and sporadic threads together with periodic threads.

ReThMo can also be used to describe the workloads of proportional share schedulers. However, the absolute and relative errors between allocated and received shares increase when threads of these workload are scheduled on budget-enforcing fixed-priority schedulers. Section 3.1.3.5 substantiates this point.

#### 3.1.3.1. Strictly Periodic Threads

A strictly periodic thread $\tau_i$ is characterized as usual by a phase $\Phi_i$ and by the triple $(\Pi_i, e_i, d_i)$. The phase determines the release point $r_{i,0} = \Phi_i$ of the first job of $\tau_i$. Subsequent jobs of this thread are released at equidistant points in time (i.e., $r_{i,k+1} - r_{i,k} = \Pi_i$). Hence, the release point of the $k^{th}$ job of $\tau_i$ is $r_{i,k} = \Phi_i + k\Pi_i$. The parameter $e_i$ stands for the execution time of $\tau_i$. In admission tests, $e_i$ is often approximated by the maximum of worst case execution times of the jobs of this thread. In case blocking of strictly periodic threads is taken into account, a further parameter $x_i$ bounds the blocking time of the jobs of $\tau_i$ from above. The parameter $d_i$ is the relative deadline of the jobs of this thread. That is, each job must have finished latest at $d_{\text{abs}}_{i,k} = r_{i,k} + d_i$. Because the release of the next job usually deactivates the current job, I will assume that $d_i \leq \Pi_i$.

The mapping of strictly periodic threads to ReThMo is straightforward. A strictly periodic thread $\tau_i$ can be described as an infinite sequence of jobs $\tau_{i,k}$ with $r_{i,k} = \Phi_i + k\Pi_i$ and $d_{i,k} = d_i$. The execution budgets for all these jobs are set to $eb_{i,k} = e_i$. The total budgets of these jobs are set to $tb_{i,k} = e_i + x_i$. The action trace of $\tau_i$ is set to contain the actions that the jobs of $\tau_i$ will
execute. Its value remains arbitrary but fixed in the sense that $\tau_i$ first decides how to proceed at time $t$ before the scheduler evaluates this decision to determine which thread should run at $t$.

### 3.1.3.2. Aperiodic and Sporadic Threads

Unlike for strictly periodic threads, the release points of aperiodic and sporadic threads are not known at the time of admission. In particular, they need not necessarily recur at equidistant points in time. The period of sporadic threads is the minimal distance between the release points of adjacent jobs (i.e., $r_{i,k+1} - r_{i,k} \geq \Pi_i$ holds for all $i,k$). Aperiodic threads can have arbitrary release points.

The description of threads as infinite sequences of jobs with possibly differing parameter values and the way in which well-formed schedulers evaluate release points allows for a mapping of the precise behavior of aperiodic and sporadic threads to ReThMo. In ReThMo, the release points of these threads remain arbitrary but fixed values. The intuition is that these release points denote the time when the corresponding job releasing event occurs. For sporadic threads, minimal interrelease times translate into constraints of the form $r_{i,k+1} - r_{i,k} \geq \Pi_i$ with otherwise arbitrary release points. To argue about non-interference, I shall later require that lower or equally prioritized threads can legitimately observe the releasing events of a thread $\tau_i$. The mapping for the remaining thread-scheduling parameters is as described in the previous section for strictly periodic threads.

### 3.1.3.3. Bandwidth Preserving Servers

Background execution and bandwidth-preserving servers are two principle approaches to integrate sporadic and aperiodic threads into a schedule of otherwise strictly periodic threads.

**Background Execution** The easiest way to integrate sporadic and aperiodic threads into a schedule with strictly periodic threads is to execute them in the background (i.e., whenever no strictly periodic thread runs). This way, sporadic and aperiodic threads cannot affect the real-time guarantees of strictly periodic threads. However, the response times of these threads is not optimal.

In ReThMo, background execution of sporadic and aperiodic threads can be described by assigning these threads priorities that are lower than the priorities of strictly periodic threads. The other parameters of sporadic and aperiodic threads are thereby set as described in Section 3.1.3.2 above.

Alternatively, sporadic and aperiodic threads can be scheduled hierarchically on top of a strictly periodic background thread. Whenever the scheduler chooses to run the background thread, it selects a ready sporadic or aperiodic thread from its aperiodic-thread queue to run. By setting its deadlines and budgets to $\Pi_i$ (i.e., $d_{i,k} = eb_{i,k} = tb_{i,k} = \Pi_i$), the background thread will be active at any point in time. It may therefore run sporadic and aperiodic threads each time the scheduler runs no higher prioritized strictly periodic thread. To obtain the action trace of the background thread, we have to combine the action traces of the sporadic and aperiodic threads it runs. Because the action trace is an arbitrary but fixed parameter, the combination rule can be as simple as: if at time $t$, the background thread $\tau_b$ decides to run the sporadic or aperiodic thread $\tau_i$, $\tau_b$’s action for $t$ is set to the action of $\tau_i$ at time $t$.

---

Footnote: See Definition 9 and the discussion that follows this definition on page 47.
**Bandwidth-Preserving Servers** In contrast to background execution, bandwidth-preserving servers seek to optimize the response times of sporadic and aperiodic threads without deteriorating the real-time performance of strictly periodic threads.

Much like the background thread, a bandwidth-preserving server runs sporadic or aperiodic threads whenever the scheduler selects this server. However, unlike background thread, the execution of sporadic and aperiodic threads is further constrained by a budget. To not confuse it with the execution and total budgets of ReThMo, let us call this budget the *aperiodic-thread budget*. Bandwidth-preserving servers are described by two rules:

- A *consumption rule* specifies how running a sporadic or aperiodic thread consumes the aperiodic-thread budget.
- A *replenishment rule* defines when this budget is refilled.

**Polling Server** Although it is not bandwidth preserving, let us take a look at the polling server as a first example of a server with consumption and replenishment rules for aperiodic-thread budgets. Whenever the scheduler runs the polling server, the server checks the aperiodic-thread queue to determine whether a sporadic or aperiodic thread is ready. If such a thread is present, the server checks whether the remaining aperiodic-thread budget is positive and, if so, it runs the selected thread until this thread finishes or until the remaining aperiodic-thread budget is depleted. In situations where no ready thread is present in the aperiodic-thread queue, the server discards its remaining aperiodic-thread budget and stops to await its next release point.

With the exception of the execution budgets, the ReThMo mapping of a polling server $\tau_p$ is identical to that of the background thread. The execution budgets $eb_{p,i}$ are set to the aperiodic-thread budget $ab_p$ (i.e., $eb_{p,i} = ab_p$). Because the jobs of the polling server stop whenever they find no ready threads in the aperiodic-thread queue, the total budgets $tb_{p,i}$ can as well be reduced to $ab_p$. As we shall see in Section 3.3, this reduction allows us to admit threads $\tau_l$ at a lower priority than $\text{prio}(\tau_p)$ that are not cleared to receive information from the sporadic or aperiodic threads $\tau_p$.

**Deferrable Server** A deferrable server is identical to a polling server except that it preserves its aperiodic-thread budget until the end of its period. That is, in situations where no aperiodic or sporadic job is ready, it blocks until the next aperiodic or sporadic thread becomes ready. Consequently, we cannot reduce the total budgets $tb_{d,i}$ of the deferrable server $\tau_d$ to the aperiodic-thread budget $ab_d$. Otherwise, the ReThMo mapping of polling servers and of deferrable servers are identical.

An immediate consequence of the setting of $tb_{d,i}$ to $\Pi_d$ is that the non-interference-secure scheduler allows only lower or equally classified threads to be admitted at priorities lower than that of deferrable servers. We shall return to this point in greater detail in Section 3.3.

### 3.1.3.4. Time-Partitioning Schedulers

A time-partitioning scheduler [ARI, Section 2.3.1] schedules threads in fractions of a periodically recurring major frame of size $\Pi$. These non-overlapping fractions are called partition windows. A partition window $w_i$ is characterized by an offset $o_i$ relative to the beginning of the major frame and by a size $s_i$. In the $k^{th}$ major frame, the scheduler will activate the $i^{th}$ partition window at $k\Pi + o_i$ for the time $s_i$. If more than one thread is assigned to such a window, a
second scheduling policy is required to select one of these threads. The system idles when all threads of a partition window block or when they have stopped.

In principle, it is possible to map time-partitioning schedules to ReThMo. Although, from a scheduling-overhead point of view, it is not advisable to do so. Let $\tau_i$ be a thread that executes in the $i^{th}$ partition window. Then the parameters of the $k^{th}$ job $\tau_{i,k}$ of $\tau_i$ are set to allow this job to run only during the $i^{th}$ partition window of the $k^{th}$ major time frame. To do so, we set $r_{i,k} = k\Pi + o_i$, and both, the budgets $eb_{i,k}$, $tb_{i,k}$ and the relative deadline $d_{i,k}$ to the size of the partition window $s_i$. The priority of such a thread is a free parameter, which can be chosen arbitrarily.

### 3.1.3.5. Proportional-Share Schedulers

Proportional-share schedulers \cite{Wal95} seek to minimize the absolute and relative errors between the time a thread $\tau_i$ runs in a sliding window of size $t$ and the proportion $prop_i$ of this window size $t$ that $\tau_i$ should receive. Often, tickets are used to characterize this proportion. If a thread holds $n_i$ out of $N$ tickets, it should receive the proportion $prop_i = \frac{n_i}{N}$. It holds that $\sum_i prop_i = 1$.

The two most prominent proportional-share schedulers — the randomized lottery scheduler \cite{WW94} and the deterministic stride scheduler \cite{WW95} — execute the following basic algorithms. Let the unit of time $u$ be a small fixed amount of time.

**Lottery Scheduler:** Every unit of time $u$, the lottery scheduler randomly picks a ticket and schedules for one unit of time the thread that holds this selected ticket. Assuming that the individual tickets are picked with equal likelihood, a thread $\tau_i$ with $n_i$ tickets receives $\frac{n_i}{N}$ of the CPU time on the average.

**Stride Scheduler:** The stride scheduler computes for each thread $\tau_i$ a stride $s_i$ as the inverse fraction of held tickets and total tickets (i.e., $s_i = \frac{N}{n_i}$). The pass of $\tau_i$ is a virtual time index used to determine which thread to run next. Every $u$ milliseconds, the scheduler selects the thread with the smallest pass to run for one unit of time. Initially the pass $p_i$ of $\tau_i$ is set to the stride $s_i$. Whenever the scheduler runs $\tau_i$, it advances its pass by $s_i$.

Both, the lottery scheduler and the stride scheduler wastes one unit of time if the selected thread blocks. As a consequence, blocked threads consume only a fraction $f$ of their allocated time. To accommodate for these reduced shares, Waldspurger proposes to extend the lottery scheduler and the stride scheduler with transient compensation tickets \cite{Wal95}. Whenever one of these schedulers selects a blocked thread, it repeats the selection procedure until it finds a thread that is ready. At the time when a blocked thread resumes its execution, it temporarily increases the tickets of this thread to $\frac{n_i}{f}$.

Although an elaborative discussion of non-interference-secure proportional-share schedulers is out of the scope of this thesis, I will briefly return to proportional share schedulers in Section 3.3.10 to investigate the information-flow properties of these schedulers for a mapping of proportional-share workloads to the ReThMo-based budget-enforcing fixed-priority scheduler. In the following, I shall introduce this mapping.
Mapping Proportional-Share Workloads to ReThMo

Let the set $T_{prop}$ contain the threads of a proportional share workload. Each thread $\tau_i$ of this workload should receive a proportion $prop_i$ of the CPU time. In ReThMo, a mapping of $r_{i,k} = k\Pi$, $d_{i,k} = \Pi$, and $eb_{i,k} = prop_i \Pi$ for each job of a thread $\tau_i$, allows $\tau_i$ to execute for $eb_{i,k}$ every $\Pi$. Therefore, on the average, it receives the proportion $prop_i = \frac{eb_{i,k}}{\Pi}$. The priority of $\tau_i$ remains a free parameter. For the time being, let us assume that $tb_{i,k} = \Pi$ holds for all jobs of all threads. This way, lower prioritized threads can consume any time that higher prioritized threads block. I shall refine this choice in Section 3.3.10.

Errors

How good is this mapping? Waldspurger [Wal95] defines the absolute error between the allocated and received CPU share a thread $\tau_i$ receives in a sliding window of size $t$ as the difference between $t\frac{n_i}{N}$ and the time $e_i$ that $\tau_i$ did run during this window. The relative error between the allocated and received shares of a pair of threads ($\tau_i$ and $\tau_j$) is the absolute error in a system that contains only these two threads. This is a system with $t = e_i + e_j$ and $N = n_i + n_j$. Table 3.1 shows these errors for the lottery scheduler, for the stride scheduler and for the above mapping to a budget-enforcing fixed-priority scheduler. The error formulas for the first two are taken from [Wal95]. The latter can be derived as follows.

If proportional-share workloads are mapped to ReThMo as described above, the longest consecutive time during which a thread $\tau_i$ does not receive any CPU time is $2\Pi - prop_i \Pi$. This situation occurs if $\tau_i$ has a priority, which is lower than the priority of all other threads, and if all these other threads block for $eb_{i,k}$ units of time during the first period of length $\Pi$ and not at all in the second of the two consecutive periods. In this situation, the absolute error of $\tau_i$ is maximal for a sliding window of size $t = 2\Pi - prop_i \Pi$. During this time, $\tau_i$ executed for $e_i = \Pi prop_i$ units of time. Hence, $\tau_i$’s absolute error is:

$$t prop_i - e_i = (2\Pi - prop_i \Pi) prop_i - prop_i \Pi = \Pi prop_i (1 - prop_i)$$

The maximal relative error of $\tau_i$ and $\tau_j$ is:

$$(2e_j + e_i)\frac{n_i}{n_i + n_j} - e_i$$

because for a system with two threads, the absolute error is maximal if $t = 2e_j + e_i$ and if $\tau_i$ executed for $e_i = \Pi \frac{n_i}{N}$. Hence, because $e_i$ is proportional to $n_i$ and likewise because $e_j$ is
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proportional to \( n_j \), Equation 3.2 is proportional to:

\[
(2n_j + n_i) \frac{n_i}{n_i + n_j} - n_i = \frac{n_in_j}{n_i + n_j}
\]

(3.3)

In comparison with the errors of the lottery scheduler and the stride scheduler, errors of the above mapping of proportional-share workloads to a ReThMo-based fixed-priority scheduler are much larger. For example, the absolute error of the latter is \( \sum_{b_i \in \text{prop}} b_i \times \) times the absolute error of the stride scheduler. This difference occurs because the fixed-priority scheduler runs a thread until it has depleted its execution budget. The stride scheduler runs a thread only for one unit of time. In the case of the fixed-priority scheduler, lower or equally prioritized threads must therefore wait significantly longer than in a system with a stride scheduler.

3.2. External Timing Channels in Fixed-Priority Schedulers

The following section investigates external timing channels in fixed-priority schedulers. For the time being, let us assume that threads have distinct priorities. We shall return to equally prioritized threads in Section 3.3.8. Let us further assume that threads have access to precise clocks.

The deliberate choice of a high-priority thread \( \tau_h \) to run, to block, or to stop influences when a lower prioritized thread \( \tau_l \) can run. The scheduler will not select \( \tau_l \) during those times when \( \tau_h \) executes preemptively or non-preemptively. If \( \tau_h \) blocks or stops, the scheduler may select \( \tau_l \) to run. I call this form of influence: direct influence because \( \tau_h \)'s actions directly affect \( \tau_l \).

Direct influence constitutes an external covert timing channel. For example, if a high-priority thread \( \tau_h \) encodes secrets by running at a certain point in time \( t \) to send a 0 respectively by blocking at \( t \) to send a 1, a lower-prioritized thread \( \tau_l \) can read this secret by sampling the precise clock to obtain the points in time it did run and by evaluating these points to determine whether it did run at \( t \). More generally, direct influence reveals information about the execution and blocking behavior of the sending high-priority thread if the lower-prioritized receiver \( \tau_l \) detects a derivation between the points in time when it would run if no higher prioritized thread would block and the points in time it actually did run.

Obviously, if more than one thread has a higher priority than the receiver \( \tau_l \) or if other threads share \( \tau_l \)'s priority (see Section 3.3.8), external timing channels due to direct influence are noisy. However, Foss et al. [SAF06] show that direct-influence based channels exist — e.g., the “channel – \( \Gamma_{RM} \)” for RMS — that are positively deducible. That is, irrespective of the noise of higher or intermediary prioritized threads, there are observable influences that reveal the exact message of the sender. RMS stands for the rate-monotonic scheduling algorithm [LL73], which assigns thread priorities inverse proportionally to thread period length.

3.2.1. Indirect Influence

In addition to direct influence, inter-process communication allows threads to also influence other threads indirectly by directly influencing the sender of such a message. If a thread \( \tau_h \) directly influences a thread \( \tau_s \), it affects the points in time when \( \tau_s \) is able to run and thereby the points in time when \( \tau_s \) can send messages to a legitimate receiver \( \tau_r \). Therefore, by directly

\[5\] In Section 1.3.1, we have seen that fuzzy clocks deteriorate the real-time capabilities of our envisaged system, which motivates the above assumption.
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Figure 3.4.: The execution order of $\tau_{s0}$ and $\tau_{s1}$ and thus the order of their messages depends on the behavior of $\tau_h$. If $\tau_h$ executes (left picture) while $\tau_{s0}$ blocks, $\tau_{s0}$’s messages arrive at $\tau_r$ (not shown) before $\tau_{s1}$’s messages. If $\tau_h$ blocks during this time (right picture), $\tau_{s0}$’s and $\tau_{s1}$’s messages arrive at $\tau_r$ in the reversed order.

influencing $\tau_s$, a thread $\tau_h$ with a higher priority than $\tau_s$ is able to convey information to $\tau_r$. I call this form of influence indirect influence because $\tau_h$ can in general not influence $\tau_r$ directly. Instead, it needs to directly influence the sender $\tau_s$. In particular, if $\tau_r$ has a higher priority than $\tau_h$, $\tau_h$ can influence $\tau_r$ only indirectly but not directly. Clearly, a scheduler that avoids all direct influences would also avoid all indirect influences. However, such a scheduler would be overly restrictive. The non-interference-secure scheduler, which I will introduce in greater detail in Section 3.3, will therefore avoid only those direct influences that could cause illegal information flows to directly or indirectly influenced threads. In Section 3.3.4, we shall see that in the case of intransitive information-flow policies the scheduler must avoid also some direct influences where information-flows to the directly influenced thread are legitimate. This is because the directly influenced thread may be cleared to legitimately send messages to other threads to which the influencing thread is not cleared to send information.

Surprisingly, trusted servers cannot avoid covert channels due to indirect influences if their threads are directly influenced. Let us assume that all server threads are trusted not to encode timing information in the messages they send. Then there are still scenarios in which a thread $\tau_h$ is able to indirectly influence a thread $\tau_r$ that receives messages from these trusted server threads.

Figure 3.4 illustrates such a scenario. The thread $\tau_h$ directly influences an intermediate prioritized sender $\tau_{s0}$ and a lower prioritized sender $\tau_{s1}$ to indirectly influence the receiver $\tau_r$. Assume that all threads are released simultaneously and that $\tau_{s0}$ first blocks and then runs for some while. If $\tau_h$ runs for the time that $\tau_{s0}$ blocks, $\tau_{s0}$ runs before $\tau_{s1}$. If $\tau_h$ blocks, $\tau_{s0}$ runs after $\tau_{s1}$. The order in which the messages of these two threads arrive at $\tau_r$ is reversed. As long as communication channels reveal the order in which messages arrive at a thread, the directly influenced threads $\tau_{s0}$ and $\tau_{s1}$ cannot prevent this external timing channel.

The inability of directly influenced servers to completely eliminate covert channels due to indirect influences has an immediate impact on systems with intransitive information-flow policies:
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The priorities of server threads that are classified at intransitive points must be sufficiently high to prevent their direct influences. Otherwise, if a sender is able to directly influence a server thread, messages, which the server forwards after sanitizing the transmitted information, could still reveal un-sanitized secrets encoded in the order in which they arrive at the receiver. To prevent a direct influence of a server, all potentially untrustworthy clients, which send to this server, must be lower prioritized than the server threads.

### 3.2.2. Influence due to Non-preemptive Execution

A third class of external timing channels arises from the non-preemptive execution of lower prioritized threads. In contrast to external timing channels due to direct influence, information flows due to non-preemptive execution are typically directed from lower prioritized to higher prioritized threads.

To turn non-preemptive execution into a covert channel, a low-priority thread $\tau_l$ encodes secrets by deliberately choosing between preemptive and non-preemptive execution. In the first case, a higher prioritized thread $\tau_h$ is able to preempt $\tau_l$ immediately. In the second case, the preemption and therefore the point in time when $\tau_h$ resumes its execution is deferred to the point in time when $\tau_l$ stops executing non-preemptively. Equally prioritized threads can be influenced in the same way if they can preempt $\tau_l$’s execution (see Section 3.3.8). Lower prioritized threads are typically not affected. However, there are two corner-case situations in which a non-preemptively executing thread can also leak information to lower prioritized threads:

1. when a thread executes non-preemptively to exceed a depleted execution budget; and
2. when a thread executes non-preemptively to exceed a passing deadline.

Figure 3.5 illustrates these two corner cases.
Low-level operating-system code executes non-preemptively by disabling all processor interrupts and hence the events that trigger scheduling decisions. Fully interruptible operating-system kernels allow interrupts to preempt kernel code at any point in time. However, instead of executing the triggered scheduling decision immediately, they return to the preempted code path if this path has signalled its intent to execute non-preemptively.

Application-level programs can execute non-preemptively by issuing system calls that the kernel executes on their behalf and that contain non-preemptive code paths. Some operating-system kernels even implement mechanisms [MDP96, KWS97] through which applications can defer scheduling decisions. In recent L4-family microkernels [DLSU04, WL10, DdEE, KV05], this mechanism is called delayed preemption. A flag in the user-level thread control block of the currently executing thread informs the kernel about its intent to execute non-preemptively. If the kernel interrupt handlers find this flag set, they defer the handling of the interrupt and return control to the preempted application code. However, before doing so, they inform the application about the preemption and program a timer to bound the time that the application program can execute non-preemptively. Once the kernel regains control, either because the application program has voluntarily returned control or because the timer has fired, it processes the pending preemption and executes the triggered scheduling decision.

3.3. A Non-Interference-Secure Scheduler

This section introduces the non-interference-secure budget-enforcing fixed-priority scheduler and the countermeasures it implements to avoid illegal information flows over external timing channels. At first, I give a general overview on the operation of this scheduler. Then, I present the individual parts of this scheduler in greater detail and discuss several variants.

Given a fixed-priority scheduler that enforces total budgets, two practically feasible modifications suffice to eliminate external timing channels. I shall call these modifications countermeasures because each of these two modifications addresses a different class of external timing channels.

- **Countermeasure I:** To avoid illegal information flows due to direct and indirect influences, the first countermeasure treats possibly leaking blocked or stopped threads as if they were ready. Modulo preemptions by higher or equally prioritized threads, the scheduler will always run treated-as-ready threads to completion. As a consequence, lower prioritized threads (and some equally prioritized threads) that are not cleared to receive information from such a treated-as-ready thread will not be selected while this first countermeasure is active. Therefore, they cannot observe variations in the execution and blocking behavior of the treated-as-ready thread.

- **Countermeasure II:** To eliminate timing channels due to non-preemptive execution, all scheduling decisions that are triggered by a preemption of a higher or equally prioritized thread are deferred by an amount of time that a possibly leaking non-preemptively executing thread cannot influence. As a consequence, the preemption thread can no longer distinguish between variations in the preemptive and non-preemptive execution behavior of a thread and its deferred resumption due to this second countermeasure.

In Section 3.3.1 and in Section 3.3.5, I discuss the above two countermeasures in greater detail. The scheduler’s decision to activate these countermeasures depends on two static predicates,
which differ for transitive and for intransitive information-flow policies. In Section 3.3.2, I argue why, although imprecise, predicates have to be static. Section 3.3.3 investigates static predicates for the first countermeasure assuming a transitive information-flow policy. Section 3.3.4 discusses static predicates for intransitive information-flow policies.

Because the first countermeasure treats possibly leaking blocked or stopped threads as ready, a suitable thread must be found to consume the execution and total budget of treated-as-ready threads. For the time being, let us assume that the idle thread plays this role. In Section 3.3.7, I discuss a variant of the scheduler, which allows also other threads to consume the budgets of possibly leaking threads.

Two further assumptions to which we shall stick in the following discussion are that threads have distinct priorities and that jobs have no precedence constraints or other temporal dependencies. I shall lift these restrictions in Section 3.3.8 and in Section 3.6.1, respectively. All threads are assumed to run on the same CPU.

Clearly, if the existence of a thread must not be revealed to lower prioritized threads, the former must not consume any time that would otherwise be available to the latter. At least, a placeholder thread must be visible to this latter thread to reserve time for concealed threads. As a fifth and last assumption I will therefore assume that all threads are cleared to observe the release points, the relative deadlines and the total budgets of higher prioritized threads. In Section 3.6.2, we shall return to the execution of concealed threads behind visible placeholder threads. Section 3.3.10 concludes the discussion of non-interference-secure schedulers with a slight detour to non-interference-secure proportional-share schedulers.

### 3.3.1. Avoiding Information Leakage due to Direct and Indirect Influences

There are two principle approaches to avoid information leakage due to direct and indirect influence:

1. constrain the execution and blocking behavior of influencing threads, or
2. compensate variations in an influencing thread’s execution and blocking behavior to prevent the influenced thread from observing encoded secrets.

**Countermeasure I** follows the second approach because, as we shall see in greater detail in Section 3.5, it preserves the real-time guarantees of the scheduled threads. **Countermeasure I** is defined as follows:

**Definition 10. Countermeasure I**

Let $p_{\text{influence}}(\tau_h, t)$ be a predicate, which denotes whether $\tau_h$ can directly or indirectly influence another thread at the point in time $t$. The first countermeasure to avoid information leakage due to direct and indirect influence is to treat $\tau_h$ as if it is ready whenever $p_{\text{influence}}(\tau_h, t)$ evaluates to true. That is, the scheduler selects $\tau_h$ whenever no higher prioritized thread is ready or treated-as-ready. If the selected thread $\tau_h$ blocks or if it has stopped, the scheduler runs a suitable budget-consumer thread to compensate for $\tau_h$’s blocking behavior and to consume $\tau_h$’s total budget.

Clearly, for **Countermeasure I** to work, the budget-consumer thread must be ready and it must not send information about $\tau_h$’s blocking behavior to lower prioritized threads $\tau_l$ that are not cleared to receive information from the influencing thread $\tau_h$. In Section 3.3.7, I will discuss possible choices of suitable budget-consumer threads. For now, let us pick the *idle thread*. 
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Figure 3.6.: To avoid information leakage due to direct and indirect influences, the modified scheduler prevents $\tau_l$ from running when $\tau_h$ blocks or when it has stopped. The idle thread consumes $\tau_h$’s total budget (shaded bars).

To avoid special-case handling in the scheduler, many operating systems implement a per CPU idle thread that is always ready. The idle thread performs no useful work but to idle. In particular, it sends no messages. Therefore, it can safely be classified at the highest secrecy level $\top$ of the information-flow policy, which clears it to receive information from all other threads. Because the idle thread does not send any messages, it will not reveal any information about the points in time during which it runs. Therefore, and because the idle thread is always ready, it can be selected to consume the budget of any other thread in the system. This means the idle thread is a suitable budget-consumer thread for all other threads.

Figure 3.6 shows how Countermeasure I avoids information leakage due to direct and indirect influences. Recall from Section 3.2.1 that we can rule out indirect influences by ruling out direct influences of those legitimate receivers that are cleared to send messages to the indirectly influenced threads.

Let us assume that $\tau_h$ must not leak any information to $\tau_l$ (i.e., $\text{dom}(\tau_h) \not\subseteq \text{dom}(\tau_l)$) and hence that $p_{\text{influence}}(\tau_h, t)$ holds at least for all points in time $t$ when it is necessary to activate Countermeasure I. Whenever $\tau_h$ blocks or whenever it has stopped without exhausting the total budget $tb_{h,k}$ of its current job, the scheduler switches to the idle thread to consume this budget. As a consequence, the scheduler prevents $\tau_l$ from running until either $\tau_h$’s total budget is depleted or until its deadline has passed. Both situations are independent of the actions of $\tau_h$ and we assumed $\tau_l$ to be cleared to the release and deactivation of the higher prioritized thread $\tau_h$. Therefore, because $\tau_l$ cannot distinguish $\tau_h$’s execution from the execution of the idle thread to consume $\tau_h$’s total budget, $\tau_h$ cannot influence the points in time when $\tau_l$ runs and hence the observations $\tau_l$ can make about $\tau_h$’s execution and blocking behavior.

The scheduler avoids information leakage due to indirect influences of a thread $\tau_r$ by avoiding direct influences of threads $\tau_s$ that are cleared to send to $\tau_r$. Because a thread $\tau_h$, which cannot directly influence $\tau_s$, cannot influence the points in time when $\tau_s$ runs, it can also not influence the timing information in the messages $\tau_s$ sends. Therefore, a suitable predicate $p_{\text{influence}}(\tau_h, \tau_r)$, which activates Countermeasure I also when such a possible sender $\tau_s$ could be influenced directly, avoids also information leakage due to indirect influences.
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3.3.2. Suitable Predicates for Countermeasure I

In Definition 10, the decision to apply Countermeasure I for a thread $\tau_h$ at time $t$ depends on the as yet unspecified predicate $p_{\text{influence}}(\tau_h, t)$. In the next section, I argue why, although imprecise, $p_{\text{influence}}(\tau_h, t)$ must be static. Section 3.3.3 and Section 3.3.4 introduce two candidates — $p_{\text{transitive}}$ and $p_{\text{intransitive}}$ — for transitive and for intransitive information-flow policies and discuss why they are suitable to avoid information leakage due to direct and indirect influences.

3.3.2.1. Static Predicates are Imprecise

To minimize the scheduling overhead and to allow admission tests to be based on the predicates, which denote when the scheduler has to activate the two countermeasures, these predicates must be static. That is, the decision to treat a possibly leaking thread as ready must not depend on information that is only available when the system is running. For the same reasons, a static predicate is required for the second countermeasure (see Section 3.3.5). However, static predicates are imprecise.

Precise predicates activate a countermeasure only when a thread $\tau_m$ can actually leak information by directly influencing another thread. Clearly, this is only the case if no other higher prioritized thread runs and if the influencing thread $\tau_m$ is active. Unfortunately, both situations depend on information that is in general only available when the system runs: Whether a higher prioritized thread runs at a point in time $t$ depends on the actions this thread executes and on the execution and blocking behavior of other higher prioritized threads. However, the action a thread will execute at $t$ is typically not known before $t$ (recall Definition 9 on page 47 about well-formed schedulers and time-to-value mappings).

Figure 3.7 demonstrates that thread activation also depends on the release points and actions of higher prioritized threads, that is, on information that is in general not available at admission time. Two threads $\tau_h$ and $\tau_m$ are shown with two respectively one job $\tau_h,0$, $\tau_h,1$, and $\tau_m,0$. The last job $\tau_m,0$ executes and blocks until its total budget $tb_{m,0}$ is exhausted. If the first job $\tau_h,0$ of $\tau_h$ runs (left picture), $\tau_m$ remains active until after $\tau_h$’s second job becomes inactive. If $\tau_h$’s first job blocks (right picture), $\tau_m$ is deactivated due to budget depletion before the second job of $\tau_h$.
is released.

To conclude, static countermeasure predicates cannot be precise. They cannot depend on the actions of a thread nor can they depend on the points in time when a thread is active. Conservative predicates, which overestimate the points in time when the respective countermeasure has to be applied are safe as long as the countermeasure is activated at least during all those points in time when a precise predicate would activate this countermeasure.

3.3.3. Transitive Information-Flow Policies

Definition 11 introduces the predicate $p_{\text{transitive}}(\tau_h, t)$ for transitive information-flow policies. It overestimates the points in time when the scheduler has to activate Countermeasure I to prevent illegal information flows due to direct and indirect influence.

The predicate $p_{\text{transitive}}(\tau_h, t)$ is a conservative countermeasure predicate for transitive information-flow policies. It is defined as follows:

$$p_{\text{transitive}}(\tau_h, t) := \exists \tau_l \in T_{\text{low}}(\tau_h). \ dom(\tau_h) \not\subseteq dom(\tau_l)$$

In fact, the result of $p_{\text{transitive}}(\tau_h, t)$ does not depend on the parameter $t$. In the following, I will therefore write $p_{\text{transitive}}(\tau_h)$ instead of $p_{\text{transitive}}(\tau_h, t)$. The predicate holds for a thread $\tau_h$ if and only if there is a lower or equally prioritized thread $\tau_l$ that the information-flow policy has not cleared to receive information from $\tau_h$. Remember, the set $T_{\text{low}}(\tau_h)$ contains all threads $\tau$ with $\text{prio}(\tau) \leq \text{prio}(\tau_h)$.

The following observations give an intuition why Countermeasure I with $p_{\text{influence}} = p_{\text{transitive}}$ avoids information leakage due to direct and indirect influence in systems with a transitive information-flow policy. In Section 3.4, I substantiate this informal argument with a machine-checked non-interference proof of the budget-enforcing fixed-priority scheduler.

Assume $\tau_h$ is a high-priority thread that must not send to a lower prioritized thread $\tau_l$. Then, because $\text{dom}(\tau_h) \not\subseteq \text{dom}(\tau_l)$ and because $\tau_l \in T_{\text{low}}(\tau_h)$, $p_{\text{transitive}}(\tau_h)$ holds for all points in time $t$. As a consequence, whenever no higher than $\tau_h$ prioritized thread is ready or treated-as-ready, the scheduler will select $\tau_h$ as long as $\tau_h$ is active. During this time, the scheduler will either run $\tau_h$ or the idle thread to consume $\tau_h$’s total budget; the lower prioritized thread $\tau_l$ is not run. Therefore, variations in $\tau_h$’s execution or blocking behavior have no effect on $\tau_l$.

A first intuition why Countermeasure I with $p_{\text{influence}} = p_{\text{transitive}}$ avoids also leakage due to indirect influence gives the following case analysis of the values of $p_{\text{transitive}}$:

Case $p_{\text{transitive}}(\tau_h)$: If $p_{\text{transitive}}(\tau_h)$ holds then $\tau_h$ cannot directly influence lower prioritized threads $\tau_s \in T_{\text{low}}(\tau_h)$. Any timing information that $\tau_s$’s messages may carry to a thread $\tau_r$, which $\tau_h$ intends to indirectly influence, must therefore be independent of $\tau_h$’s actions.

Case $\neg p_{\text{transitive}}(\tau_h)$: If the predicate $p_{\text{transitive}}(\tau_h)$ does not hold, we have to assume pessimistically that $\tau_h$ directly influences a lower prioritized thread $\tau_s$. Through this direct influence, $\tau_h$ can affect the timing information in $\tau_s$’s messages. It may therefore indirectly influence those threads $\tau_r$ to which $\tau_s$ is authorized to send (i.e., for which $\text{dom}(\tau_s) \leq \text{dom}(\tau_r)$ holds).

From $\neg p_{\text{transitive}}(\tau_h)$, we know that $\text{dom}(\tau_h) \leq \text{dom}(\tau_s)$. Because $\text{dom}(\tau_s) \leq \text{dom}(\tau_r)$ holds and because $\leq$ is transitive, it follows that $\text{dom}(\tau_h) \leq \text{dom}(\tau_r)$. Hence, if
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3.3.4. Intransitive Information-Flow Policies

The intuition behind intransitive information-flow policies is to authorize communication from a thread $\tau_H$ to a lower or incomparably classified thread $\tau_L$ only if this communication is relayed over a third thread $\tau_M$. Thereby, the role of this third thread is to properly sanitize and filter the information it forwards. In intransitive information-flow policies, this fact is expressed by assigning $\tau_M$ a secrecy level $\text{dom}(\tau_M)$ for which $\text{dom}(\tau_H) \leq \text{dom}(\tau_M)$ and $\text{dom}(\tau_M) \leq \text{dom}(\tau_L)$ holds and by requiring $\text{dom}(\tau_H) \nleq \text{dom}(\tau_L)$. That is, $\text{dom}(\tau_M)$ is the intransitive point of the pass $(\text{dom}(\tau_H), \text{dom}(\tau_M), \text{dom}(\tau_L))$.

A cryptographic gateway [HWF05] (Figure 3.8) is an example scenario for intransitive information-flow policies. To securely connect two potentially untrustworthy subsystems over the Internet, each site runs an instance of the cryptographic gateway. This gateway is comprised of two components, a trusted wrapper and a legacy OS instance, which contains a not necessarily trustworthy network protocol stack. The purpose of the wrapper is to encrypt messages from the local subsystem before it forwards the encrypted messages to the local protocol stack. The protocol stack in turn transmits the encrypted messages to the remote site. In the reverse direction, the gateway decrypts the messages it receives from the local protocol stack. The...

Figure 3.8.: The Mikro-SINA cryptographic gateway. A cryptographic gateway connects a potentially untrustworthy subsystem over the Internet to another potentially untrustworthy subsystem. The shown implementation reuses not necessarily trustworthy network protocol stacks.
The proof is for a simplified version of the proposed budget-enforcing fixed-priority scheduler. The PVS sources of this proof are published [VHH08a].

However, although $p_{\text{transitive}}$ leads to a secure scheduler, the consequences of applying Countermeasure I based on this predicate are severe. $p_{\text{transitive}}$ evaluates to false only for those threads $\tau$ that are classified at the lowest secrecy level $\bot$ (i.e., for which $\text{dom}(\tau) = \bot$ holds). All other threads are constrained by the countermeasure. That is, whenever a thread that has access to some secret blocks or stops, the scheduler will switch to the idle thread to consume this thread’s total budget. Therefore, for threads that have access to some confidential information, the system is as restrictive as a time-partitioning system. The higher scheduling overhead of a fixed-priority scheduler is not justified.

### 3.3.4.2. Avoiding Intransitive Points

An alternative to applying Countermeasure I more often is the following restructuring of servers at intransitive points. For scheduling these restructured servers in a non-interference secure manner, a second information-flow policy can be extracted. Because this extracted policy is transitive, Countermeasure I $p_{\text{influence}} = p_{\text{transitive}}$ suffices to avoid leakage due to direct and indirect influence.

3.3.4.1. A Countermeasure Predicate for Intransitive Information-Flow Policies

One possible approach to address intransitive information-flow policies is to apply Countermeasure I more often. By removing the priority constraint in $p_{\text{transitive}}(\tau)$, we obtain the predicate:

**Definition 12. Predicate for Intransitive Policies.**

For intransitive information-flow policies, the following predicate determines whether

Countermeasure I (see Definition 10) has to be applied for the thread $\tau$ at the point in time $t$.

$$p_{\text{intransitive}}(\tau, t) := \exists \tau' \in T. \text{dom}(\tau) \not\subseteq \text{dom}(\tau')$$

For intransitive information-flow policies, Countermeasure I with $p_{\text{influence}} = p_{\text{intransitive}}$ avoids information leakage due to direct and indirect influences. A corresponding machine-checked non-interference proof is described in Völp et al. [VHH08b]. The proof is for a simplified version of the proposed budget-enforcing fixed-priority scheduler. The PVS sources of this proof are published [VHH08a].

In the previous section, we have seen that $p_{\text{transitive}}$ suffices for transitive information-flow policies. However, the above argument, which supports this predicate, no longer holds for intransitive information-flow policies. More precisely, in the case $\neg p_{\text{transitive}}(\tau_h)$, we assumed that $\text{dom}(\tau_h) \leq \text{dom}(\tau)$ and $\text{dom}(\tau) \leq \text{dom}(\tau_r)$ implies $\text{dom}(\tau_h) \leq \text{dom}(\tau_r)$. This is no longer the case if $\text{dom}(\tau)$ is the intransitive point of the intransitive pass $(\text{dom}(\tau_h), \text{dom}(\tau_s), \text{dom}(\tau_r))$. In this case, $\text{dom}(\tau_h) \not\subseteq \text{dom}(\tau_r)$ holds.

The following example shows that, for intransitive information-flow policies, $p_{\text{transitive}}$ cannot prevent all covert channels due to direct and indirect influences. Let three threads $\tau_H, \tau_M$ and $\tau_L$ be classified as described above (i.e., $(\text{dom}(\tau_H), \text{dom}(\tau_M), \text{dom}(\tau_L))$ is an intransitive pass). If $\text{prio}(\tau_L) > \text{prio}(\tau_H)$ and $\text{prio}(\tau_H) > \text{prio}(\tau_M)$, $\neg p_{\text{transitive}}(\tau_H)$ holds unless a further thread causes $p_{\text{transitive}}(\tau_H)$ to hold. Because $\{\tau_H, \tau_M\} \subseteq T_{\text{low}}(\tau_H)$ and $\text{dom}(\tau_H) \leq \text{dom}(\tau) \land \text{dom}(\tau_H) \leq \text{dom}(\tau_M)$, the scheduler runs $\tau_H$ unconstrained. But then $\tau_H$ is able to influence when $\tau_M$’s messages arrive at $\tau_L$.

A gateway is trusted to properly sanitize and filter outgoing messages.

Intransitive information-flow policies. More precisely, in the case $\neg p_{\text{transitive}}(\tau_h)$, we assumed that $\text{dom}(\tau_h) \leq \text{dom}(\tau)$ and $\text{dom}(\tau) \leq \text{dom}(\tau_r)$ implies $\text{dom}(\tau_h) \leq \text{dom}(\tau_r)$. This is no longer the case if $\text{dom}(\tau)$ is the intransitive point of the intransitive pass $(\text{dom}(\tau_h), \text{dom}(\tau_s), \text{dom}(\tau_r))$. In this case, $\text{dom}(\tau_h) \not\subseteq \text{dom}(\tau_r)$ holds.

The following example shows that, for intransitive information-flow policies, $p_{\text{transitive}}$ cannot prevent all covert channels due to direct and indirect influences. Let three threads $\tau_H, \tau_M$ and $\tau_L$ be classified as described above (i.e., $(\text{dom}(\tau_H), \text{dom}(\tau_M), \text{dom}(\tau_L))$ is an intransitive pass). If $\text{prio}(\tau_L) > \text{prio}(\tau_H)$ and $\text{prio}(\tau_H) > \text{prio}(\tau_M)$, $\neg p_{\text{transitive}}(\tau_H)$ holds unless a further thread causes $p_{\text{transitive}}(\tau_H)$ to hold. Because $\{\tau_H, \tau_M\} \subseteq T_{\text{low}}(\tau_H)$ and $\text{dom}(\tau_H) \leq \text{dom}(\tau_M)$ the scheduler runs $\tau_H$ unconstrained. But then $\tau_H$ is able to influence when $\tau_M$’s messages arrive at $\tau_L$.

The following example shows that, for intransitive information-flow policies, $p_{\text{transitive}}$ cannot prevent all covert channels due to direct and indirect influences. Let three threads $\tau_H, \tau_M$ and $\tau_L$ be classified as described above (i.e., $(\text{dom}(\tau_H), \text{dom}(\tau_M), \text{dom}(\tau_L))$ is an intransitive pass). If $\text{prio}(\tau_L) > \text{prio}(\tau_H)$ and $\text{prio}(\tau_H) > \text{prio}(\tau_M)$, $\neg p_{\text{transitive}}(\tau_H)$ holds unless a further thread causes $p_{\text{transitive}}(\tau_H)$ to hold. Because $\{\tau_H, \tau_M\} \subseteq T_{\text{low}}(\tau_H)$ and $\text{dom}(\tau_H) \leq \text{dom}(\tau_M)$, the scheduler runs $\tau_H$ unconstrained. But then $\tau_H$ is able to influence when $\tau_M$’s messages arrive at $\tau_L$.
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Figure 3.9: The original, intransitive information-flow policy classifies the thread $\tau_M$ of the cryptographic gateway at secrecy level $m$. The clients of this gateway receive the secrecy levels $s$ and $r$. Together, $(s, m, r)$ is an intransitive pass (left picture). After restructuring the gateway, it contains two threads $\tau_S$ and $\tau_R$. The extracted transitive information-flow policy classifies these threads at incomparable secrecy levels $m_s$ and $m_r$ (right picture).

To forward a sanitized message without leaking secrets that a sender encodes in the timing of a server, the sender must not directly influence the forwarding thread or cause another thread to do so. Let $\tau_H$ be the sending client thread, $\tau_L$ the receiver of the sanitized message and $\tau_R$ the server thread that forwards $\tau_H$’s message to $\tau_L$. Then, either $\text{dom}(\tau_H) \nleq \text{dom}(\tau_R)$ must hold or $\tau_R$ must run at a sufficiently high priority (see Section 3.2.1) to not be influenced. Because the latter negatively affects the response times of real-time threads, let us in the following focus on the first approach.

Clearly, $\text{dom}(\tau_H) \nleq \text{dom}(\tau_R)$ prevents the server from being single threaded because $\tau_R$ must not receive the message from $\tau_H$. Let us therefore assume that the server provides at least one thread for each differently classified client (e.g., $\tau_S$ to receive $\tau_H$’s messages and $\tau_R$ to forward them to $\tau_L$). Then, if the server guarantees to suppress illegal information flows, the extracted information-flow policy can classify these threads such that $\text{dom}(\tau_H) \leq \text{dom}(\tau_S)$ and $\text{dom}(\tau_R) \leq \text{dom}(\tau_L)$ holds and that otherwise no information flows are allowed between these threads. This implies in particular that $\text{dom}(\tau_S) \nleq \text{dom}(\tau_R)$.

A prerequisite for the guarantee to suppress illegal information flows is that server-internal synchronization and communication primitives are safe in the sense that a server thread cannot affect the externally observable timing behavior of another server threads if it invokes such a primitive. We shall return to such safe synchronization primitives in Section 3.7 on page 107.

More generally, the extraction of the second information-flow policy $(L', \leq', \text{dom}')$ works as follows. For each intransitive pass $(s, m, r)$ in the original information-flow policy $(L, \leq, \text{dom})$, two new, incomparable secrecy levels $m_s$ and $m_r$ are added disjointly to the set of secrecy levels $L$ (i.e., $L' := L \cup \{m_s, m_r\}$ where $m_s \nleq' m_r \land m_r \nleq' m_s$). Then, the pairs $s \leq m$ and $m \leq r$ are replaced by $s \leq' m_s$ and $m_r \leq' r$ in the dominates relation $\leq'$ of the restructured
information-flow policy. Moreover, if \( s \) (respectively \( r \)) is not an intransitive point, any pair \( s' \leq s \) is extended to \( s' \leq' m_s \) and any pair \( r \leq r' \) is extended to \( m_r \leq r' \). Because intransitive points may also transitively be connected such as in \( x \leq m \land m \leq r \land x \leq r \), we also have to swing all remaining connections to the newly introduced secrecy levels. In the example, this means \( x \leq' m_s \) and \( x \leq' m_r \) is added to \( \leq' \). Finally, the threads of the restructured server are classified to their new secrecy levels: \( \text{dom}'(\tau_S) = m_s \) and \( \text{dom}'(\tau_R) = m_r \). Figure 3.9 illustrates this transformation.

There are five important points to notice:

1. Because the set of secrecy levels \( L \) is finite, the above extraction algorithm terminates;
2. All previously authorized information-flows remain authorized except those between the newly introduced threads in the restructured servers;
3. A consequent application of this transformation for all intransitive points results in a transitive information-flow policy;
4. Communication from \( \tau_S \) to \( \tau_R \) is authorized outside this extracted information-flow policy; and hence,
5. Server-internal communication and synchronization must be safe despite influences from other threads.

For the cryptographic gateway, a simple strategy to avoid a leakage of timing information to the protocol stack is to produce an artificial message whenever the protocol stack expects such a message and no sender has provided one. Because messages are encrypted, the protocol stack cannot distinguish fake from real messages (provided of course, the encryption is sufficiently strong). The stack cannot deduce any information about the order and timing of the real messages.

The transitivity of the extracted information-flow policy follows from the following observation. If \( (s, m, r) \) is an intransitive pass in the original information-flow policy where neither \( s \) nor \( r \) are intransitive points, the transformation extends any relation \( s' \leq s \) to \( s' \leq m_s \) such that \( s' \leq s \land s \leq m_s \Rightarrow s' \leq m_s \). Likewise, \( r \leq r' \) is extended to \( m_r \leq r' \) such that \( r \leq r' \land m_r \leq r \Rightarrow m_r \leq r' \). If \( s \) is an intransitive point (e.g., of the pass \( (x, s, m) \)) then the transformation step of \( m \) replaces this pass with the intransitive pass \( (x, s, m_s) \) where \( m_s \) is no longer an intransitive point. Hence, a subsequent transformation of \( s \) will split the pass into \( x \leq s_x \) and \( s_m \leq m_s \), where \( s_x \) and \( s_m \) are no longer intransitive points. If \( r \) is an intransitive point, the transformation step of \( r \) proceeds accordingly. Because each transformation step removes one intransitive point and because the newly introduced secrecy levels are connected in a transitive way, the resulting information-flow policy is transitive.

Assuming that our envisaged open microkernel-based system has been transformed as described above, I will focus on transitive information-flow policies in the remainder of this chapter.

### 3.3.4.3. Implementing Countermeasure I with Static Predicates

The two static predicates \( p_{\text{transitive}} \) and \( p_{\text{intransitive}} \) allow for the following simple and well-performing implementation of Countermeasure I.
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For a thread $\tau$, both $p_{\text{transitive}}(\tau)$ and $p_{\text{intransitive}}(\tau)$ can be evaluated while the system is offline and without considering the point in time when Countermeasure I should be applied. Therefore, the result of evaluating one of these predicates can be stored in a flag in $\tau$’s thread control block.

Whenever the scheduler determines whether $\tau$ is ready, it can just read the countermeasure flag from $\tau$’s thread control block and treat this thread as ready if it is active and if its countermeasure flag is set. This implies that blocked or stopped threads or threads are not dequeued from the ready queue, which means the scheduler may select a blocked or stopped thread to run. To prevent this, the thread-switch procedure of the scheduler is modified to check whether the selected thread is actually ready or whether it is blocked or stopped and only treated-as-ready. In the latter case, the thread-switch procedure turns control to the idle thread after activating the original thread’s total budget. As a consequence, the idle thread automatically consumes the total budget of this originally selected thread $\tau$. The execution budget of $\tau$ is only activated if the thread-switch procedure turns control to $\tau$.

The scheduling overhead for checking an additional flag in the thread control block is negligible. The thread control block must be accessed anyway to extract the state of the corresponding thread. Because the search for the next highest prioritized ready thread terminates if a treated-as-ready thread is found, the search takes no longer than on a system with an unmodified scheduler. A further benefit of the above implementation is that the kernel needs no knowledge about the information-flow policy.

3.3.5. Avoiding Information Leakage due to Non-preemptive Execution

To eliminate timing channels due to non-preemptive execution, the scheduler cannot just preempt possibly leaking threads. If threads execute non-preemptively to synchronize critical sections, forcibly preempting these threads would result in incorrect synchronization.

The following observation leads to a countermeasure to avoid timing-channels due to non-preemptive execution. In a real-time system, all non-preemptive code paths must have a bounded execution time. Otherwise, interrupt latencies are unbounded and no guarantees could be given for the response times of threads. Let $\max_{\text{delay}_1}$ be the kernel-enforced upper bound on the time that a thread $\tau_l$ can execute non-preemptively, which I have introduced in Section 3.1.2. Then, because a thread must be running to execute non-preemptively, only the currently running thread can defer the preemptions of higher prioritized threads. As long as the scheduler resumes the highest prioritized thread $\tau_h$ whose preemption is pending, only one non-preemptively executing lower prioritized thread can defer when $\tau_h$ resumes its execution: the lower prioritized thread that did run when $\tau_h$’s preemption occurred. Hence, the maximum time that a preemption of $\tau_h$ can be deferred is:

**Definition 13. Maximum Preemption Delay**

\[
\max_{\text{delay,low}}(\tau_h) := \max_{\tau_l \in T_{\text{low}}(\tau_h)} (\max_{\text{delay}_1})
\]

By delaying all preemptions of possibly leaked to higher prioritized threads by $\max_{\text{delay,low}}(\tau_h)$, we obtain a second countermeasure to avoid leakage due to non-preemptive execution:
Figure 3.10.: The scheduler delays the two points in time when \( \tau_h \) resumes its execution after the two preemtling events at \( t_r \) and \( t_u \) by \( \text{max}_\text{delay}_\text{low}(\tau_h) \). The thread \( \tau_h \) can therefore no longer distinguish this countermeasure from the non-preemptive execution of \( \tau_l \).

**Definition 14. Countermeasure II**

Let \( p_{\text{delay}}(\tau_h, t) \) be a predicate such that if \( \neg p_{\text{delay}}(\tau_h, t) \) holds a thread \( \tau_h \) resumes its execution immediately if a preemtting event releases or unblocks \( \tau_h \) at time \( t \). If \( p_{\text{delay}}(\tau_h, t) \) holds at this time, the following countermeasure is applied. The second countermeasure to avoid leakage due to non-preemptive execution is to delay any preemption of a thread \( \tau_h \), which is triggered by a preemtting event at time \( t \), by \( \text{max}_\text{delay}_\text{low}(\tau_h) \) if \( p_{\text{delay}}(\tau_h, t) \) holds. As a result of delaying this preemption, \( \tau_h \) cannot resume its execution before \( t + \text{max}_\text{delay}_\text{low}(\tau_h) \).

Figure 3.10 illustrates Countermeasure II. The release or the unblocking of a higher prioritized thread \( \tau_h \) preempts the lower prioritized thread \( \tau_l \) at \( t_r \) respectively at \( t_u \). An unmodified scheduler would run \( \tau_h \) immediately after \( \tau_l \) stops executing non-preemptively (end of black bar) respectively immediately at \( t_u \). To avoid information leakage due to non-preemptive execution if \( \tau_l \) is not cleared to send to \( \tau_h \), Countermeasure II delays both preemptions. As a result, \( \tau_h \) can resume its execution only after \( t_r + \text{max}_\text{delay}_\text{low}(\tau_h) \) respectively after \( t_u + \text{max}_\text{delay}_\text{low}(\tau_h) \).

The static predicate \( p_{\text{delay}} \) overestimates the points in time when the scheduler has to apply this second countermeasure. It is defined as follows:

**Definition 15. Predicate for Countermeasure II.**

A preemption at time \( t \), which is caused by a thread \( \tau_h \), must be delayed to avoid information leakage due to non-preemptive execution if the following predicate holds:

\[
p_{\text{delay}}(\tau_h, t) := \exists \tau_l \in T_{\text{low}}(\tau_h). \quad \text{dom}(\tau_l) \notin \text{dom}(\tau_h) \land \text{max}_\text{delay}_l > 0
\]

Like \( p_{\text{transitive}} \) and \( p_{\text{intransitive}} \), \( p_{\text{delay}} \) is also time-independent. I emphasize this independence because I will simply write \( p_{\text{delay}}(\tau) \) to mean \( p_{\text{delay}}(\tau, t) \). The predicate \( p_{\text{delay}}(\tau_h) \) holds for transitive information-flow policies (see Section 3.3.4.2) whenever there exists a lower or equally prioritized thread \( \tau_l \) that is not cleared to send to \( \tau_h \) but that is able to execute non-
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preemptively (i.e., for which \( \text{max}_l > 0 \) holds).

The following observation gives an intuition why \textit{Countermeasure II} with \( p_{\text{delay}} \) avoids information leakage due to non-preemptive execution. There are three types of leakage due to non-preemptive execution:

1. \textit{direct leakage} from a non-preemptively executing thread \( t_l \) to a higher prioritized thread \( t_h \),
2. \textit{indirect leakage} from \( t_l \) to another thread \( t_r \) by influencing the timing of \( t_s \)'s messages to \( t_r \), and
3. leakage from \( t_l \) to lower or equally prioritized threads that exploit two corner case situations.

Let me defer the discussion of these corner case situations to the next section.

\textbf{Case 1: direct leakage}

If \( p_{\text{delay}}(t_h) \) holds, the scheduler delays all preemptions by \( \text{max}_l \text{low}(t_h) \) that would release or unblock the thread \( t_h \). Therefore, and because a lower or equally prioritized thread \( t_l \) can at most execute non-preemptively for \( \text{max}_l \leq \text{max}_l \text{low}(t_h) \), \( t_h \) cannot distinguish between a delay caused by \textit{Countermeasure II} or a delay caused by \( t_l \) executing non-preemptively. No information can be leaked directly from \( t_l \) to \( t_h \).

\textbf{Case 2: indirect leakage}

If \( p_{\text{delay}}(t_h) \) holds, \( t_h \)'s execution and hence the timing of its messages cannot be influenced by \( t_l \).

If \( p_{\text{delay}}(t_h) \) does not hold, we can conclude from the transitivity of \( \leq \) that for a receiver \( t_r \) of \( t_h \)'s messages it holds that:

\[
dom(t_l) \leq dom(t_h) \land dom(t_h) \leq dom(t_r) \Rightarrow dom(t_l) \leq dom(t_r)
\]

The indirect information flow between \( t_l \) and \( t_r \) is not in violation to the system’s information-flow policy. \( \text{dom}(t_d) \leq \text{dom}(t_x) \) already authorizes \( t_l \) to send to \( t_r \).

\textbf{3.3.5.1. Corner Cases}

Leakage due to non-preemptive execution is typically directed from a low-priority thread to a higher prioritized thread. However, there are two corner-case situations in which a non-preemptively executing thread \( t_l \) can leak information to lower prioritized threads:

- if \( t_l \) executes non-preemptively while exceeding the execution or total budget of its current job; or,
- if \( t_l \) executes non-preemptively when the deadline of its current job has passed.

There are two principle approaches to prevent leakage at these end-of-release preemptions:

1. The scheduler can trigger the respective preemptions ahead of time; or,
2. It can forcibly preempt a thread at these points in time.
In the latter case, the scheduler has to export enough information to allow well-behaving threads to check whether it is safe to enter a critical section.

Because a thread $\tau_i$ can execute non-preemptively for at most $\max_{\text{delay}}i$, a scheduler can avoid both corner cases if it triggers end-of-release preemptions already when one of the remaining budgets falls below $\max_{\text{delay}}i$ respectively when the adjusted relative deadline $d_{i,k} - \max_{\text{delay}}i$ passes.

A scheduler that informs a thread $\tau_i$ about outstanding end-of-release preemptions ahead of time can forcibly preempt $\tau_i$ when one of these preemptions occur without risking the correctness of well-behaving threads. Because $\tau_i$ knows about these preemptions in advance, it can avoid entering a critical section in situations where insufficient time remains to complete this critical section.

To inform the currently running thread about imminent end-of-release preemptions, the scheduler can either setup a timer and signal the currently running thread when this timer expires or it can provide the thread with sufficient information to predict these preemptions itself.

To signal end-of-release preemptions ahead of time, the scheduler must setup two timers for all jobs $\tau_{i,k}$ that do not stop ahead of time: the first $\max_{\text{delay}}i$ ahead of end-of-release preemptions, the second to actually deactivate this job. However, the overhead of the involved kernel entry would by far outweigh the benefit of a user-level delayed-preemption mechanism to synchronize short critical sections.

**Avoiding Critical Sections by Predicting End-Of-Release Preemptions**

To predict when an end-of-release preemption occurs, the currently running job $\tau_{i,k}$ has to know its release point $r_{i,k}$, the time $t_e$ when the scheduler has last switched to this thread and the minimum of its remaining execution and total budget at this time (i.e., the minimum of $eb_{rem,i}(t_e)$ and $tb_{rem,i}(t_e)$). The following pseudo code verifies that the remaining time before an end-of-release preemption is at least $|cs|$, where $|cs|$ is the maximal time required to execute the critical section $cs$.

```plaintext
retry:
    disable_preemptions();
    t = read_clock();
    if (eb_{rem,i}(t_e) + t - t_e < |cs| or
         tb_{rem,i}(t_e) + t - t_e < |cs| or
         r_{i,k} + d_{i,k} - t < |cs| or
         preemption_occurred)
        enable_preemptions();
        goto retry;
// enter critical section
```

To avoid a preemption after a successful check but before the thread enters the critical section, preemptions must already be disabled during the check. Because the scheduler forcibly preempts threads when they exhaust their budgets or when the deadlines of these threads pass, the code must test for pending preemptions. If a preemption is pending, $\tau_i$ may have read an old version of $eb_{rem,i}(t_e)$ or $tb_{rem,i}(t_e)$ and retries the operation to avoid inconsistencies.

The costs for executing the above code snippet are dominated by the time required to read the system clock. The time required to access the exported values in the thread’s UTCB and the time required for the conditional jump are negligible because the part of the UTCB that stores
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these parameters will likely remain in the first level cache of the processor and the jump can statically be predicted as not taken.

The total time required to execute the above code snippet is 9 cycles on an AMD Dual-Core (2.4 GHz) and 51 cycles on a Pentium M (1.6 GHz)\(^6\). For short critical sections such as an enqueue operation to the head of a double-linked list, these costs can be significant. On the AMD Dual-Core this list enqueue takes 4 cycles without and 13 cycles with the above check. On the Pentium M these are 6 cycles respectively 57 cycles.

As long as short critical sections are rare, the overhead of the check is tolerable although it increases the time of a list enqueue operation by an order of magnitude. Otherwise, schedulers that trigger preemptions ahead of time rather than signalling them are to be preferred. In real-time systems \(\text{max}_\text{delay}_i\) is typically in the order of a few 1000 cycles on modern GHz processors. In comparison to that, total budgets and relative deadlines are typically set to several hundred milliseconds. Hence, budget depletion and passing deadlines are rare events and the idle time due to the earlier preemption of a thread \(\tau_i\) is negligible.

3.3.5.2. Implementation

In fully interruptible kernels, pre-located trampoline code allows for a straightforward implementation of Countermeasure II. Recall from Section 3.2.2 on page 59, a kernel is fully interruptible if it allows interrupts to preempt kernel code at any point in time. In such a kernel, the interrupt handler is invoked immediately when an interrupt occurs. It can therefore record the time \(t_{\text{preemption}}\) of this occurrence and return to the interrupted code if this code has expressed its intent to execute non-preemptively. With \(t_{\text{preemption}}\), Countermeasure II can be implemented by modifying the scheduler to switch to pre-located trampoline code instead of switching directly to thread \(\tau_h\) that has caused this preemption. If the trampoline code gets activated (e.g., after the currently running thread has stopped executing non-preemptively) for a thread \(\tau_h\) with \(p_{\text{delay}}(\tau_h)\), it computes the earliest absolute point in time when \(\tau_h\) can resume its execution as \(t_{\text{preemption}} + \text{max}_\text{delay}_\text{low}(\tau_h)\). After that it idles until this point in time has passed at which time it returns control to \(\tau_h\).

Although the point in time when a processor stops executing the currently running thread is available at the architectural level, it is currently not exported to the operating-system kernel. This point in time is precisely the time when the last instruction of the current thread retires before the processor activates the in-kernel interrupt handler.

As long as the times for entering the kernel and for activating an in-kernel interrupt handler are sufficiently constant, the interrupt handlers of fully interruptible kernels can approximate \(t_{\text{preemption}}\) by reading the system clock immediately when they start executing. On processors where these times vary significantly, low-bandwidth covert channels can remain.

This completes the discussion of the budget-enforcing fixed-priority scheduler and of its variants for transitive and intransitive information-flow policies. So far, we have assumed distinct thread priorities and the idle thread to consume the total budgets of blocked or stopped treated-as-ready threads. In the following, I shall lift these restrictions first by considering other budget-consumer threads and then, in Section 3.3.8, by extending the two countermeasures to equally prioritized threads.

\(\text{Appendix A contains the C++ source code for this check and for the measured list-enqueue operation.}\)
### 3.3.6. Accounting

For *Countermeasure I* to work (see Definition 10 on page 61), the scheduler must accurately account both *Countermeasure I* and *Countermeasure II* to the two budgets of a thread. Otherwise, variations in the imprecise remaining total budget could be exploited to leak confidential information. Obviously, *Countermeasure I* must be accounted to the total budget of the treated-as-ready thread. *Countermeasure I* treats possibly leaking threads as if they were ready and runs the idle thread as a budget consumer when the treated-as-ready thread blocks or when it has stopped.

Less obvious is where to account the time of the second countermeasure. Intuitively, one would account the time that a thread $\tau_l$ executes non-preemptively to this thread’s execution budget. However, preemptions of a higher prioritized thread $\tau_h$ are also deferred in situations where no lower prioritized thread executes non-preemptively or where no such thread runs at all.

A partial accounting to both $\tau_l$ and $\tau_h$ (e.g., first to $\tau_l$’s execution budget as long as it executes non-preemptively and then to $\tau_h$’s total budget) must be rejected as well because such an accounting reveals information about the non-preemptive execution of $\tau_l$ in the remaining budget of $\tau_h$. Partial accounting gives rise to a covert channel.

To avoid these channels, we have to account *Countermeasure II* entirely to $\tau_h$’s budgets. More precisely, as long as $\tau_h$ is the highest-prioritized ready or treated-as-ready thread, it consumes its total budget even if a lower prioritized thread executes non-preemptively and even if *Countermeasure II* delays its preemptions. Whether the scheduler accounts the countermeasure only to $\tau_h$’s total budget or whether it accounts this countermeasure to both $\tau_h$’s execution and total budget is irrelevant as far as information-flow security is concerned. An accounting to $\tau_h$’s execution budget is however the more natural choice because no lower prioritized thread (except the current non-preemptively executing thread) can run while the scheduler applies this countermeasure.

Notice, to correctly account *Countermeasure II* to $\tau_h$’s execution budget, the kernel must interrupt the non-preemptively executing threads to record the point in time when a preemitting event has occurred. Preemitting events are therefore visible to non-preemptively executing threads $\tau_l$. Still, the scheduler is non-interference secure:

1. The unblocking of a higher prioritized thread $\tau_h$ (though not its release) preempts a lower prioritized thread $\tau_l$ only if the scheduler has selected $\tau_l$. This can only happen if $\lnot \text{transitive}(\tau_h)$. But then $\text{dom}(\tau_h) \leq \text{dom}(\tau_l)$ and $\tau_l$ is authorized to see the preemitting events of $\tau_h$;

2. The release of a higher prioritized thread $\tau_h$ can preempt a lower prioritized thread $\tau_l$. However, lower prioritized threads are assumed to be cleared to these releases.

### 3.3.7. A Budget-Enforcing Fixed-Priority Lattice Scheduler

So far, the idle thread played the role of the budget-consumer thread to avoid leakage due to direct and indirect influences. However, the idle thread performs no useful work. In the following, I will therefore explore the possibility to use other threads as budget-consumer threads.

Clearly, such a thread $\tau_H$ (i.e., a thread for which $\text{dom}(\tau_H) = H$ holds) must be ready and its secrecy level must dominate the secrecy level of the selected thread $\tau_L$ (i.e., $\text{dom}(\tau_L) \leq \text{dom}(\tau_H)$). Otherwise, $\tau_L$ could leak confidential information to $\tau_H$ by modulating when it
blocks and thereby when the scheduler selects $\tau_H$ to consume $\tau_L$’s total budget. If $\tau_L$ must not send to a lower prioritized thread $\tau_r$, then $\tau_H$ must also not send to $\tau_r$. Otherwise, if $\text{dom}(\tau_H) \leq \text{dom}(\tau_r)$, we could immediately conclude from the transitivity of the information-flow policy that $\text{dom}(\tau_L) \leq \text{dom}(\tau_r)$, which authorizes $\tau_L$ to send to $\tau_r$ in the first place.

If $\tau_H$ blocks while consuming $\tau_L$’s total budget, the problem of finding a suitable budget-consumer thread recurs. In this case, the scheduler must find another ready thread $\tau'_H$ to consume $\tau_L$’s budget. To avoid leakage both $\text{dom}(\tau_L) \leq \text{dom}(\tau'_H)$ and $\text{dom}(\tau_H) \leq \text{dom}(\tau'_H)$ must hold. Otherwise, either $\tau_L$ or $\tau_H$ could leak to $\tau'_H$ by modulating when they block. Fortunately, for transitive information flow policies, the latter condition $\text{dom}(\tau_H) \leq \text{dom}(\tau'_H)$ implies the former. Therefore, if a budget consumer blocks, the scheduler just needs to search for another ready thread that is higher classified than the last budget consumer. Because $\text{dom}(\tau_{idle}) = \top$ and because the idle thread never blocks, the scheduler will always find a budget consumer for $\tau_L$. Following Hu [Hu92], I call a scheduler that implements this search strategy a budget-enforcing fixed-priority lattice scheduler.

Notice that all threads $\tau'_i$ consume $\tau_L$’s total budget. Notice further that budget consumers have a lower priority than $\tau_L$. Otherwise, they would have preempted $\tau_L$ and the scheduler would have selected these threads in the first place. Hence, $P_{\text{delay}}(\tau_L)$ already considers these threads. Budget consumers cannot leak information to $\tau_L$ by executing non-preemptively.

Naturally, running a budget consumer $\tau'_i$ can change how this thread behaves in the future. However, to observe this change a thread $\tau_X$ must be cleared to see $\tau'_i$. Because $\leq$ is transitive, $\tau_X$ is then also cleared to all previous budget consumers $\tau'_j, j < i$ and to $\tau_L$.

### 3.3.7.1. Implementation

The search for a budget-consumer thread can be implemented in various different ways:

- the scheduler can search the ready list for a lower prioritized thread with higher or equal secrecy level;
- it can maintain an additional ready list, which is sorted by ascending secrecy levels; or,
- it can maintain for each thread a pointer to a potential budget consumer. If this thread is ready, it becomes the new budget-consumer thread. If not, the search proceeds by chasing these pointers until a potential budget consumer is found that is ready.

For microkernels, the last alternative is most attractive because the kernel needs no knowledge about the information-flow policy. In particular, when this policy changes frequently, enforcement mechanisms that require no knowledge about this policy are preferable.

### 3.3.8. Limited Number of Priorities

In real-life systems, the number of distinct priority levels are limited (typically to between 16 and 256 levels). So far, I have assumed that threads have distinct priorities (see Section 3.3 on page 60). However, if more threads run in a system than there are priority levels, multiple threads have to share the same priority level. In this case, a second scheduling policy selects the thread that should run next if no higher prioritized thread is ready (or treated-as-ready). The two most prominent scheduling policies for threads sharing the same priority level are
first-come-first-served (FIFO) and Round Robin.

In real-time systems literature [CDKM02, But05], FIFO is often defined only for threads that do not block. In this case, threads of the same priority complete in the order in which they are released. The POSIX System API Realtime Extension [IEE93] is an exception. It defines FIFO in terms of a list of ready threads. Threads are enqueued to this list in the order of their release. However, blocked threads are removed from this list and re-enqueued at its tail when they unblock. Although a precise definition of FIFO with blocked threads is missing in the cited version of her book, Liu [Liu00] seems to assume that blocked threads keep their list position. To distinguish Liu’s version of first-in-first-out from the version described in the POSIX Real-Time Extensions, I will call the former version FIFO and the latter version POSIX-FIFO.

Round Robin works very similar to FIFO except that execution budgets of threads are split into smaller chunks. The Round Robin scheduler then schedules the threads according to one of the FIFO versions until their current chunk depletes. In this case, the scheduler refills the chunk and re-enqueues the thread at the end of the FIFO queue. This refill happens until the execution budget of a thread is depleted respectively until the deadline of this thread passes. Before threads are re-scheduled by a Round Robin scheduler, they have to wait for all other threads to complete one chunk.

If multiple threads share a single priority level, direct and indirect influence as well as influences due to non-preemptive execution can affect also equally prioritized threads. Which threads are

---

7 Implementations are of course free to choose a different data structure.

8 I draw this conclusion from the time-demand function Liu presents in Section 6.8.4: “Priority-Driven Scheduling of Periodic Tasks – Practical Factors – Limited-Priority Levels”.

In Section 3.3.1, Liu introduces the execution time \( e_k \) of a task (in our terminology a thread) as the maximum execution time of all its jobs. For the time demand \( w_i(t) \) of a thread \( \tau_i \), Liu gives the following formula: 

\[
w_i(t) = e_i + b_i + \sum_{T_k \in T_B(i)} e_k + \sum_{T_k \in T_H(i)} \left( \frac{1}{h_i} \right) e_k.
\]

It says that in addition to the usual time required to schedule the thread \( \tau_i \) (first two terms) and simultaneously released higher prioritized threads (last term), a time demand of \( \sum_{T_k \in T_H(i)} e_k \) is required. This additional third term seeks to characterize the worst-case time demand of threads executing at the same priority.

Let us assume a system with two equally prioritized simultaneously released threads \( \tau_1 \) and \( \tau_2 \). Assume further that \( \tau_2 \)’s period \( \Pi_2 \) is twice as large as \( \tau_1 \)’s period (i.e., \( \Pi_2 = 2\Pi_1 \)). Assume also that \( \tau_1 \) never blocks and that both jobs of \( \tau_1 \) execute for \( e_1 \) milliseconds.

If \( \tau_2 \) keeps its list position while blocked, only the first job of \( \tau_1 \) can execute before \( \tau_2 \). I assume here that the scheduler inserts \( \tau_{1,1} \) before \( \tau_{2,1} \) into the FIFO list. The second job of \( \tau_1 \) is released after \( \tau_2 \) and will therefore reside after \( \tau_2 \) in the FIFO list. It can execute only during those times when \( \tau_2 \) blocks. These are however, bounded by the second addend: the worst-case blocking time \( b_2 \).

More generally, at most one job of each equally prioritized thread can execute before a thread \( \tau_i \). The term \( \sum_{T_k \in T_B(i)} e_k \) correctly captures this fact.

On the other hand, if \( \tau_2 \) has to re-enter the FIFO list at the tail, both jobs of \( \tau_1 \) can execute before \( \tau_2 \) completes unless \( \tau_2 \) wants to execute for less than \( \Pi_1 - e_1 \) milliseconds. In this situation, the additional time demand of \( \tau_2 \) is \( 2e_1 \). That is, twice the amount that \( w_i(t) \) considers.

To conclude, Liu assumes either

1. that equally prioritized threads also have equal periods (an assumption Liu abandons immediately after Section 6.8.4), or
2. she assumes that threads never block during their execution (which is unlikely given the definition of \( b_i \)), or
3. she assumes that blocked threads keep their list position.

Of these assumptions, the last is most likely as it is consistent with the other parts of Liu’s book.
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effected by these influences depends on the scheduling policy for equally prioritized threads. In
the following two sections, I discuss direct and indirect influences on equally prioritized threads
and influences due to non-preemptive execution for FIFO, POSIX FIFO and two corresponding
versions of Round Robin.

3.3.8.1. Direct and Indirect Influence of Equally Prioritized Threads

A thread \( \tau_i \) that is scheduled according to FIFO (Liu’s version) can directly influence later
released threads. The blocking behavior of \( \tau_i \) cannot affect earlier released threads because
these threads maintain their list position and are always selected before \( \tau_i \) is considered. Unless
a later released thread executes non-preemptively (see below) it is preempted once an earlier
released thread resumes its execution.

POSIX FIFO re-enqueues blocked threads at the tail of the FIFO list. Therefore, a later released
thread \( \tau_j \) can also affect an earlier released thread \( \tau_i \) when this thread has finished its blocking.

Unless a thread \( \tau_i \) runs and blocks for at most the duration of one chunk, both versions of
Round Robin allow a thread \( \tau_j \) to directly influence \( \tau_i \) even if \( \tau_i \) never blocks. In this case, the
execution and blocking behavior of \( \tau_j \) influences how early \( \tau_i \) can run its next chunk.

Countermeasure I avoids also direct and indirect influences of equally prioritized threads. Be-
cause a possibly leaking active thread \( \tau_j \) is treated-as-ready, it maintains its position in the FIFO
list until its deadline passes, until its total budget depletes or, in the case of Round-Robin, un-
til the current chunk of its total budget depletes. Consequently, later-enqueued threads cannot
distinguish whether \( \tau_j \) executes or whether another thread consumes \( \tau_j \)’s budget.

The set \( T_{\text{low}}(\tau_h) \) in the definition of the countermeasure predicate \( p_{\text{transitive}}(\tau_h) \) (Defini-
tion 11) already contains equally prioritized threads. However, for FIFO, a more optimistic
predicate than \( p_{\text{transitive}} \) is imaginable. A thread \( \tau_j \) can only directly influence later released
threads. Therefore, if the order in which threads are released is known at admission time, only
later released threads need to be considered. In general however, the release points and hence
the order in which threads are released are not known at admission time.

3.3.8.2. Influence due to Non-Preemptive Execution of Equally Prioritized
Threads

In FIFO (Liu’s Version), blocked threads maintain their list position. As a consequence, earlier
released threads can preempt a currently running later released thread of the same priority un-
less this thread executes non-preemptively. Conversely, later-released threads can delay the pre-
emptions of earlier released threads by executing non-preemptively, which constitutes a covert
channel.

Surprisingly, these channels cannot occur in POSIX FIFO and in the corresponding version
of Round Robin. Provided that non-preemptively executing threads cannot defer end-of-release
preemptions, and provided a similar precaution prevents threads from deferring end-of-chunk
preemptions, later-enqueued threads cannot influence earlier-enqueued threads because if an
earlier-enqueued thread blocks it is re-enqueued after the later-enqueued thread. Therefore, it
cannot preempt this thread, which means leakage due to non-preemptive execution cannot occur
between threads of this priority.
For POSIX FIFO and for POSIX Round Robin, the countermeasure predicate for Countermeasure II needs to consider only strictly lower prioritized threads. For FIFO, all equally prioritized threads must be considered unless the order of thread release points is known at admission time. The predicate $p_{\text{delay}}(\tau)$ (see Definition 15) checks for the existence of a possibly leaking thread in the set of all lower or equally prioritized threads $T_{\text{low}}(\tau)$.

### 3.3.9. Internal-Timing Channels

In our envisaged open microkernel-based system the scheduler must only eliminate external-timing channels in order to avoid all software-centric covert timing channels. This is because software-centric internal timing channels cannot exist in the unchecked and thus potentially untrustworthy single-level programs and because we assume a timing-leak transformation to eliminate internal timing leaks from the checked multi-level servers.

A single-level program cannot contain internal timing leaks although it may well encode information in the timing of externally observable events. However, because single-level programs can access only lower or equally classified information, these information flows cannot violate the information-flow policy. Legitimate observers of the events of a single-level program are already cleared to the secrecy level of the program and hence to all secrecy levels the program may read from.

This concludes the discussion of non-interference secure fixed-priority schedulers. Before I introduce the machine-checked non-interference proof for the budget-enforcing fixed-priority scheduler, let us briefly consider proportional-share schedulers.

### 3.3.10. Information-Flow Secure Proportional-Share Schedulers

Although most L4-family microkernels implement fixed-priority schedulers, it is interesting to briefly discuss the information-flow properties of proportional share schedulers.

#### 3.3.10.1. Basic Version of the Lottery and Stride Scheduler

The basic version of the stride scheduler and the basic version of the lottery scheduler are both non-interference secure.

For both schedulers, the decision to run a thread depends only on the tickets it holds. If the selected thread blocks, the system idles for one unit of time. Therefore, variations of a threads execution and blocking behavior have no influence on the point in time when other threads are scheduled.

Non-interference of the basic versions of the stride scheduler and of the lottery scheduler is preserved even if threads forward some of their tickets to legitimate receivers. Assume a thread $\tau_H$ (with $\text{dom}(\tau_H) = H$) forwards some of its tickets to a threads $\tau_X$. If a thread $\tau_L$ is not authorized to receive information from $\tau_H$ it cannot distinguish whether $\tau_H$ or whether $\tau_X$ runs on one of $\tau_H$’s tickets. To detect that $\tau_X$ has received additional tickets, $\tau_L$ must be authorized to receive messages directly or indirectly from $\tau_X$ (i.e., $\text{dom}(\tau_X) \leq \text{dom}(\tau_L)$ must hold). However then, $\tau_L$ may legitimately receive information from $\tau_H$ because $\text{dom}(\tau_H) \leq \text{dom}(\tau_L)$ follows from the transitivity of $\leq$ and from the requirement that tickets can only be forwarded to legitimate receivers (i.e., $\text{dom}(\tau_H) \leq \text{dom}(\tau_X)$ must hold).
3.3.10.2. Compensate Tickets

Compensate tickets give rise to the following covert channel. While a thread \( \tau \) blocks, other threads receive a larger share of the processor because the lottery scheduler and the stride scheduler repeat their selection procedure until they find a ready thread. When \( \tau \) resumes its execution, it receives the compensation tickets. As a result, the share of other threads is temporarily reduced. Because threads may sample the shares they receive, they can detect variations in the execution and blocking behavior of other threads.

Countermeasure I (see Definition 14 on page 70), that is to treat possibly leaking threads as if they were ready, also works for proportional-share schedulers. If the scheduler selects the ticket of a possibly leaking thread \( \tau \), it runs a budget-consumer thread if the selected thread is blocked or if it has stopped. Therefore, when \( \tau \) resumes its execution, it will not receive any compensate ticket. However, because compensation tickets affect the share of all threads, the predicate which activates this countermeasure must hold for all threads that are not classified at the lowest secrecy level \( \bot \). In practice, a such constrained proportional-share scheduler achieves no benefit over the respective basic version without compensate tickets.

3.3.10.3. Proportional-Share Workloads on the Budget-Enforcing Fixed-Priority Scheduler

In Section 3.1.3.5, we have seen a possible mapping of proportional-share workloads to ReThMo. In this mapping, thread priority is a free parameter, which we can use to minimize the time when Countermeasure I has to be applied.

If the dominates relation \( \leq \) of a transitive information-flow policy is a total order of secrecy levels (i.e., \( \forall l, l'. l \leq l' \lor l' \leq l \) holds), Countermeasure I is never enabled if we assign thread priorities proportional to this order. That is, if \( \text{dom}(\tau_h) \leq \text{dom}(\tau_l) \) holds for two threads \( \tau_h \) and \( \tau_l \), they are assigned priorities that fulfil \( \text{prio}(\tau_h) > \text{prio}(\tau_l) \).

If \( \leq \) orders the set of secrecy levels only partially, we may have to apply Countermeasure I for some threads. If \( \leq \) is a partial order, threads can exist for which neither \( \text{dom}(\tau_m) \leq \text{dom}(\tau_m') \) nor \( \text{dom}(\tau_m') \leq \text{dom}(\tau_m) \) holds. To prevent leakage due to direct and indirect influence, the scheduler must activate Countermeasure I at least for one of these threads: the one we choose to run at a higher priority. To minimize the time Countermeasure I is active we therefore have to select the thread with the smaller share to receive a higher priority.

Obviously, a setting of \( tb_{i,k} = \Pi \) no longer works for threads \( \tau_i \) for which \( p_{\text{transitive}}(\tau_i) \) holds: Countermeasure I would only run \( \tau_i \) and the budget-consumer thread but no thread that is lower prioritized than \( \tau_i \). Therefore, we have to limit the total budgets of \( \tau_i \) to the share it receives. That is, \( tb_{i,k} = \text{prop}_i \Pi \) for all jobs \( \tau_{i,k} \) of \( \tau_i \).

3.4. A Machine-Checked Proof of Non-interference

In the following section, I describe the PVS-based non-interference proof for the proposed budget-enforcing fixed-priority scheduler in the variant described below. First, I briefly introduce the formalization of the model and the key concepts of this proof. In Sections 3.4.2ff, I will then revisit the individual parts of this model and describe the proof in greater detail.
The non-interference proof covers the following variant of the budget-enforcing fixed-priority scheduler:

1. the scheduler implements both Countermeasure I and Countermeasure II;
2. the information-flow policy is assumed to be transitive, that is, \( p_{\text{transitive}} \) as introduced in Definition 11, is used to activate Countermeasure I, \( p_{\text{delay}} \) as introduced in Definition 15, is used to activate Countermeasure II;
3. the idle thread serves as budget-consumer thread for Countermeasure I;
4. threads are not assumed to have distinct priorities. Equally prioritized threads are scheduled according to FIFO. That is, blocked threads maintain their position in the FIFO list;
5. non-preemptively executing threads cannot delay end-of-release preemptions;
6. Countermeasure I is accounted to the treated-as-ready thread’s total budget, Countermeasure II is accounted to the highest-prioritized treated-as-ready thread as described in Section 3.3.6;
7. all threads are assumed to be cleared to the release points, deadlines and total budgets of higher or equally prioritized threads.

A corresponding proof for a simplified version of this scheduler and for \( p_{\text{influence}} = p_{\text{intransitive}} \) is available in Völp et al. [VHH08a]. The PVS sources of the model and of the non-interference proof are published [Völ10]. Both are based on an abstract model of the scheduler. To extend these results to an actual implementation, the implementation must be shown to refine the abstract model in a confidentiality-preserving way [HPS01]. Extending the model to other versions of the scheduler should be straightforward.

### 3.4.1. Overview

The machine-checked proof of non-interference is based on a formal model of the above variant of the proposed budget-enforcing fixed-priority scheduler. I have formalized the behavior of this scheduler as a discrete-time state-transitioning system. Given an absolute point in time \( t \) and a state \( s \) as inputs, the state-transitioning system produces a new state \( s' \) that corresponds to the absolute point in time \( t + 1 \). Without loss of generality, assume \( t = 0 \) for the initial state \( s_0 \). Although this state-transitioning system operates on discrete time values of type \( \text{Time} : \text{Type} = \text{nat} \), it can produce schedules at any desired accuracy. This is because I do not specify how much time passes between two successive points in time \( t \) and \( t + 1 \), which means we can choose it to be arbitrary small.

**State** In the formal model, the state \( s \) keeps track of the scheduling parameters of the ReThMo task model (see Section 3.1.2 on page 48). The type of \( s \) is State. More precisely, State is a function type, which relates each thread to a record containing its non-constant scheduling parameters. In the non-interference proof, some of these parameters are left arbitrary but fixed. As a result, the proof holds for all possible settings of these parameters.

The formal model of the scheduler abstracts from certain implementation details such as the encoding of scheduling parameters in the thread control blocks, the various timers, which the scheduler programs to regain control, and the ready queue, in which the scheduler keeps all ready or treated-as-ready threads. The fundamental properties of these implementation details
are however preserved. For example, instead of formalizing timeouts, the model maintains a number of down-counting clocks, which indicate when such a timeout would fire. The ready list is replaced by a state-dependent predicate, which evaluates to true for the highest-prioritized ready or treated-as-ready thread of the given state, respectively for the first thread in the FIFO list if multiple threads share the same priority. For the proof of non-interference, only the total budget is relevant. The formal model of the scheduler therefore abstracts from the execution budget of a thread.

State Transformers  State transformers encode the transitions that the scheduler representing state-transitioning system makes. A state transformer is a function of type:

\[
\text{State} \times \text{Time} \rightarrow \text{State}
\]

The input parameters of a state transformer are the state \(s\) and an absolute point in time \(t\). To reduce the complexity of both, the model and the proof, I have formalized the scheduler as eight separate state transformers. Each of these state transformers stands for a specific scheduling decision. Together, they produce the result state \(s'\), which corresponds to the absolute point in time \(t + 1\).

In a real-life system, scheduling decisions are triggered by timeouts, by explicit invocations of the scheduler in system calls (e.g., in blocking IPC) or by external interrupts that trigger the release or unblocking of a thread. In the formal model, I abstract from these specific invocations. Instead, the state transformers, which implement these scheduling decisions, are invoked for every absolute point in time \(t\). When invoked, they check whether a triggering event has occurred and update the state \(s\) accordingly. For example, to produce the state for time \(t + 1\), the state transformer that is responsible for releasing threads — \text{release_thread} — checks the release points of all threads to determine which threads are released at time \(t\) and modifies the state \(s\) accordingly.

The state transformer \text{dispatch_step} combines all eight state transformers. The function \text{dispatch} invokes \text{dispatch_step} recursively to produce the result state \(s'\) for the absolute point in time \(t + 1\) from a given initial state \(s_0\). Quantification over \(t\) gives the desired universal result for all points in time.

Non-interference  Non-interference formalizes the complete absence of security-policy violating information flows as the indistinguishability of observable outputs of a system. Provided that hardware covert channels have been addressed by other means, users can observe the microkernel-based system only through the threads that execute on their behalves. Given access to precise clocks, such a thread \(\tau\) can report all those times when the scheduler runs \(\tau\) or when it runs other threads that are authorized to send to \(\tau\). That is, an \(l\)-classified observer may learn about all points in time when a thread \(\tau\) with \(\text{dom}(\tau) \leq l\) executes, blocks or stops. The function \text{output}(l,s) extracts this information from the state \(s\). It returns \text{nil} whenever no such thread runs and the state of \(\tau\) if \(\text{dom}(\tau) \leq l\) holds and \(\tau\) is the highest-prioritized ready thread (respectively the first such thread in the FIFO list).

A scheduler is non-interference secure if for all \(l\)-similar initial states \(s_0\) and \(s'_0\) and for all points in time \(t\) it holds that:

\[
\text{output}(l, \text{dispatch}(s_0, t)) = \text{output}(l, \text{dispatch}(s'_0, t))
\]

Informally, two initial states \(s_0\) and \(s'_0\) are \(l\)-similar if they agree on the parameters of those threads that an \(l\)-classified observer may see. Recall from Section 3.3 that threads \(\tau\) are cleared
to the release points, deadlines and total budgets of higher or equally prioritized threads. See
also Point 5 in the above list at the beginning of this section. Therefore, l-similar states must
also agree on these parameters if an l-classified observer is cleared to such a thread \( \tau \).

The intuition behind Equation 3.4 is the following. Assume an l-classified observer is able to
see the points in time when l-observable threads \( \tau \) execute preemptively or non-preemptively
denoted by output. If this observer cannot distinguish any two schedules, which origin from
two l-similar initial states \( s_0 \) and \( s'_0 \) and which are produced by dispatch, then higher or incom-
parably classified threads cannot influence the execution of l-observable threads. Therefore,
higher or incomparably classified threads cannot leak information over scheduling-related tim-
ing channels. The scheduler is non-interference secure with regards to this observer.

**Proof**  The non-interference proof of the budget-enforcing fixed-priority scheduler proceeds
in two stages: First, I show that the following property about pairs of states \( (s_t, s'_t) \) is invariant
for the individual scheduler steps if they origin from two l-similar initial states \( s_0 \) and \( s'_0 \). The
main non-interference result then follows from the observation that pairs of states, which fulfill
this property produce the same outputs as seen by an l-classified observer.

Let \( s_t = \text{dispatch}(s_0, t) \) and \( s'_t = \text{dispatch}(s'_0, t) \) for the pair of l-similar initial states
\( (s_0, s'_0) \) and for some point in time \( t \). Then \( s_{t+1} = \text{dispatch}_\text{step}(s, t + 1) \) and \( s'_{t+1} = \text{dispatch}_\text{step}(s', t + 1) \) is a new pair of states for the point in time \( t + 1 \). A property \( P \) about
pairs of states is invariant if it holds for \( (s_0, s'_0) \) and if we can conclude from \( P(s_t, s'_t) \) that
\( P(s_{t+1}, s'_{t+1}) \) holds as well. The property of interest for the non-interference proof states:

1. that l-observable threads agree on their dynamic scheduling parameters; and
2. that if a low-priority thread \( \tau \) is legitimately observable by an l-classified observer, then
all higher and equally prioritized threads agree on the jobs they execute, on the remaining
total budgets of these jobs, on the time that remains to the deadlines of these jobs and on
the thread states of these jobs as far as activity is concerned. That is, either such a job is
active in both states of the pair or it is inactive in both states.

The following four sections discuss the above ingredients of the scheduling model and of the
non-interference proof in greater detail.

### 3.4.2. State

This section details the formalization of the state of the scheduler. I formalize the scheduling-
related state of a thread with three record types:

- **Dynamic\_State**,  
- **Constant\_Secrecy\_Independent\_State**, and  
- **Constant\_Secrecy\_Dependent\_State**.

The type \( \text{State} \) is an alias for \( \text{State} : \text{Type} = [\text{Thread} \rightarrow \text{Dynamic\_State}] \). A corresponding mapping from \( \text{Thread} \) to the last two records are passed as additional input parameters to the eight
state transformers.

The primary purpose of this split is to speed up the verification process by avoiding trivial
results that the state transformers do not modify parameters in the last two records.

Later in this chapter, I will introduce a relation on pairs of scheduler states called l-similar.
For now notice that two l-similar scheduler states agree on the parameters in the record type
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**Constant Secrecy Independent State.** The parameters in the record type *Dynamic State* and in the record type *Constant Secrecy Dependent State* may however differ for those threads that are classified at a higher secrecy level than \( l \) or are classified at a secrecy level that is incomparable to \( l \).

In the following, I describe the above three record types in greater detail. For better readability I use the types *Job*, *Time* and *TimeSpan* as aliases for the type *nat*.

### 3.4.2.1. Dynamic State

```
Dynamic_State : Type = [#
  job : Job,
  remaining_total_budget : TimeSpan,
  remaining_deadline : TimeSpan,
  remaining_max_delay : TimeSpan,
  thread_state : Thread_State,
  effective_release : Time
#]
```

The parameter *job* denotes the job of a thread \( \tau_i \) that is currently active respectively that is waiting for its release point if \( \tau_i \) is currently inactive. The parameters *remaining_total_budget* and *remaining_deadline* are two down-counting clocks for \( lb_{rem_i,k} \) and for the time until the deadline \( d_{i,k} \) passes. The parameter *remaining_max_delay* is a down-counting clock, which records the time that remains before the thread has executed non-preemptively for \( max_{delay_i} \). In *thread_state*, I store whether the thread is *Ready*, *Blocked*, *Stopped* or *Inactive*. A thread is running if it is the highest prioritized ready thread and if it is at the head of the FIFO list. The latter condition is captured by *higher_effective_priority* (see Section 3.4.3.1 below). A thread executes non-preemptively (i.e., it is delaying) if it is running and if *remaining_max_delay* is positive.

The type *Thread_State* contains one state — *Delayed* — that is not one of the thread states of the *ReThMo* task model (see Section 3.1.2). The state transformers transition a thread into this state whenever *Countermeasure II* is active for this thread to avoid leakage due to non-preemptive execution (see Definition 14 on page 70). The scheduler defers the points in time when a *Delayed* thread resumes its execution after it is released and after it unblocks. The down-counting clock *effective_release* denotes how long a thread \( \tau \) has to remains in this state. That is, *effective_release* denotes the time that remains until \( t_{preemption} + max_{delay\_low}(\tau) \) (see Section 3.3.5.2). The type *State* is defined as: *State : Type = [Thread \( \rightarrow \) Dynamic_State]*.

### 3.4.2.2. Constant Secrecy-Independent State

```
Constant_Secrecy_Independent_State : Type = [#
  prio : Priority,
  label : Label,
  release_label : {l : Label | l \( \leq \) label},
  max_delay : TimeSpan,
  max_delay_low : TimeSpan
#]
```

The parameters *prio*, *max_delay*, and *max_delay_low* store the respective parameters of the *ReThMo* task model (see Section 3.1.2). The parameter *label* is the secrecy level of the thread. The *release_label* of a thread is the secrecy level of its existence. Threads that are classified at a secrecy level, which dominates the *release_label* of a thread are cleared to observe the release points, deadlines and total budgets of this thread. The type of *release_label* is
\[ \{ l : \text{Label} \mid l \leq \text{label} \} \]. This dependent type ensures that all threads are cleared to their own existence.

The eight state transformers take as an implicit parameter the PVS constant:

\[
\text{cts} : (\text{well\_formed\_constant\_secrecy\_independent\_state})
\]

The type of \text{cts} is a predicate subtype of \([\text{Thread} \rightarrow \text{Constant\_Secrecy\_Independent\_State}]\). The predicate for this subtype is:

\[
\text{well\_formed\_constant\_secrecy\_independent\_state} \\
\quad (\text{cts} : [\text{Thread} \rightarrow \text{Constant\_Secrecy\_Independent\_State}] : \text{bool} = \\
\quad (\text{Forall} ( t_U, t_H : \text{Thread}) : \text{cts}(t_U)') \text{prio} \leq \text{cts}(t_H)') \text{prio} \implies \text{cts}(t_U)') \text{release\_label} \leq \text{cts}(t_H)') \text{label} ) \land \\
\quad (\text{Forall} ( t_U, t_H : \text{Thread}) : \text{cts}(t_U)') \text{prio} \leq \text{cts}(t_H)') \text{prio} \implies \text{cts}(t_U)') \text{max\_delay} \leq \text{cts}(t_H)') \text{max\_delay\_low})
\]

The first clause of this predicate formalizes the assumption that lower prioritized threads are cleared to the release-points, deadlines and total budgets of higher prioritized threads (Point 5 of the list on page 79).

The second clause encodes the definition of \text{max\_delay\_low}(\tau) (Definition 13 on page 69). It states that \text{max\_delay\_low} is an upper bound on the maximum time that lower prioritized threads can contiguously execute non-preemptively.

### 3.4.2.3. Constant Secrecy-Dependent State

\[
\text{Constant\_Secrecy\_Dependent\_State} : \text{Type} = [\#
\quad \text{release\_point} : [\text{Job} \rightarrow \text{Time}], \\
\quad \text{deadline} : [\text{Job} \rightarrow \text{posnat}], \\
\quad \text{total\_budget} : [\text{Job} \rightarrow \text{TimeSpan}], \\
\quad \text{action} : [\text{Time} \rightarrow \text{Action}]
\]

The record \text{Constant\_Secrecy\_Dependent\_State} stores those constant thread parameters that may differ in \(l\)-similar scheduler states for higher than \(l\) or incomparably classified threads. These parameters are the release points \(r_{i,k}\), the deadlines \(d_{i,k}\) and the total budgets \(tb_{i,k}\). Positive deadlines ensure that a thread is released for at least one unit of time before it gets deactivated by its deadline.

The parameter \text{action} encodes the action trace of a thread \(\tau\). The type of \text{action} is \([\text{Time} \rightarrow \text{Action}]\) where \text{Action} is a type which contains all the actions a thread can perform. These are: block, stop, run, and run\_non\_preemptively.

For the trace \text{action}, the type \([\text{Time} \rightarrow \text{Action}]\) is rather unconventional. However, because the state transformers use the parameter \text{action} only in a very restricted form, we can reap benefit of this simple formalization. There are three situations in which the state transformers read the action trace of a thread:

1. If the state transformers compute the state for the absolute point in time \(t\), they read the current action of the highest prioritized ready thread \(\tau_h\) that is at the head of the FIFO list of this priority. This action is \text{action}(t). It denotes what \(\tau_h\) will do in between \(t\) and \(t + 1\);

2. If a blocked thread \(\tau_b\) unblocks immediately at \(t\) or if an inactive thread is released immediately at \(t\), the current action of \(\tau_b\) is read to determine in which thread state \(\tau_b\) is unblocked. Notice, a thread can be released in the blocked state (e.g., if its previous job has stopped while awaiting the reception of a message); and
3. If the scheduler deactivates Countermeasure II after having delayed a thread \( \tau_b \), the current action of \( \tau \) is read to determine the thread state of \( \tau \).

The current actions of other threads are ignored. \( \text{action}(t) \) denotes the action a thread will do in between \( t \) and \( t + 1 \). Actions that last longer than one unit of time (i.e., longer than this time) are encoded by repeating the same action at successive points in time in the action trace. The above formalization simplifies the verification in two ways:

1. Action traces are constant parameters. This relieves the state transformers form maintaining a list of remaining actions in \textit{Dynamic State}.

2. Because action traces are a parameter in \textit{Constant Secrecy Dependent State}, \( l \)-similarity can simply require these parameters to agree for \( l \)-observable threads \( \tau \) (i.e., for threads for which \( \text{dom}(\tau) \leq l \) holds).

The eight state transformers take the variable \( \text{sts} \) as an input parameter. The type of this variable is: \([\text{Thread} \rightarrow \text{Constant Secrecy Dependent State}]\).

3.4.3. State Transformers

The following eight state transformers formalize the behavior of the scheduler.

\[
\begin{align*}
\text{stop delaying thread}(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
deactivate thread(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
release thread(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
unlock blocked thread(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
block thread(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
resume delayed thread(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
delay preemptions(\text{sts})(s, \text{time}) : \text{State} &= \ldots \\
run(\text{sts})(s, \text{time}) : \text{State} &= \ldots
\end{align*}
\]

The input parameters of these state transformers are \( s \), \( \text{time} \), and \( \text{sts} \). The PVS constant \textit{cts} is a further implicit constant. The parameter \textit{time} of type \textit{Time} denotes the absolute point in time that corresponds to the state \( s \). Taken together, these eight state transformers produce a state that corresponds to \( \text{time} + 1 \). The parameters \( s \), \( \text{sts} \), and \textit{cts} contain the dynamic thread state, the secrecy dependent state, and the secrecy independent state of all threads.

The wrapper \textit{dispatch step} combines all eight state transformer in the order listed above. That is, the result of \textit{stop delaying thread} is passed as input to \textit{deactivate thread}, and so on. The wrapper \textit{dispatch} takes an initial state \( s_0 \) and a time \( \text{time}_{\text{max}} \) and invokes \textit{dispatch step} recursively for all points in time \( 0 \leq \text{time} \leq \text{time}_{\text{max}} \).
The PVS encoding of \texttt{dispatch\_step} and of \texttt{dispatch} is:

\begin{verbatim}
dispatch\_step(sts)(s, time) : State =
  run(sts)(
    delay\_preemptions(sts)(
      resume\_delayed\_thread(sts)(
        block\_thread(sts)(
          unblock\_blocked\_thread(sts)(
            release\_thread(sts)(
              deactivate\_thread(sts)(
                stop\_delaying\_thread(sts)(s, time),
                , time)
              , time)
            , time)
          , time)
        , time)
      , time)
    , time)
  , time)
and:

dispatch(sts)(s, time\_max) : Recursive State =
  If time\_max = 0 Then
    dispatch\_step(sts)(s, 0)
  Else
    dispatch\_step(sts)(dispatch(sts)(s, time\_max - 1), time\_max)
  Endif
Measure time\_max
\end{verbatim}

Before I present the formalization of the above eight state transformers, let me introduce the helper functions I used in their formalization.

### 3.4.3.1. Helper Functions

The formalization of the eight state transformers makes use of the following two helper functions to identify the highest prioritized thread that executes non-preemptively and that is at the head of the FIFO list respectively the highest prioritized treated-as-ready thread that is also at the head of this list. They are defined as:

\begin{verbatim}
highest\_prioritized\_non\_preemptively\_executing\_thread (sts)(s) : Thread =
  singleton\_elt (\lambda (t : Thread) :
    remaining\_max\_delay > 0 ∧
    Forall (t\_h : Thread) :
      higher\_effective\_priority (sts)(s)(t\_h) ⇒ ¬s(t\_h)'remaining\_max\_delay > 0)

and as:

highest\_prioritized\_treated\_as\_ready (sts)(s) : Thread =
  singleton\_elt (\lambda (t : Thread) :
    treated\_as\_ready(s)(t) ∧
    Forall (t\_h : Thread) :
      higher\_effective\_priority (sts)(s)(t, t\_h) ⇒
      ¬treated\_as\_ready(s)(t\_h))
\end{verbatim}

where \(s\) is a state in which a non-preemptively executing thread respectively in which a treated-as-ready thread must exists. The above two functions are undefined if no such thread exist.\footnote{In the PVS sources \cite{Voll10}, this requirement is expressed with a suitable predicate subtype of \texttt{State}.}

In the above two functions, \texttt{singleton\_elt(S)} returns the single element of the singleton set \(S\).\footnote{A singleton set is a set, which contains precisely one element.} The relation \texttt{higher\_effective\_priority(sts)(s)} establishes a strict total order...
between threads. A thread \( t_h \) has a higher effective priority than a thread \( t_l \) (i.e., \( \text{higher\_effective\_priority}(s)(t_l, t_h) \) holds) if either \( t_h \) has a higher priority or if both threads have the same priority and \( t_h \) precedes \( t_l \) in the FIFO list. This is the case if the last release point of \( t_h \) was earlier than the last release point of \( t_l \). A clash of equally prioritized simultaneously released threads is resolved with an arbitrary secrecy independent total order on threads (e.g., smaller values of a large random number that is stored in the thread control block at thread creation time). Here we use the natural numbers \( t_h \) and \( t_l \). The PVS encoding of \( \text{higher\_effective\_priority} \) is straightforward:

```pvs
definition higher_effective_priority (sts)(s)(t_l, t_h : Thread) : bool =
\%
% \( t_h \) is higher prioritized than \( t_l \)
(cts(t_l)'prio < cts(t_h)'prio) \lor
\%
% \( t_h \) and \( t_l \) share the same priority, \( t_h \) is released earlier
cts(t_h)'prio = cts(t_l)'prio \land
sts(t_l)'release_point(s(t_l)'job) < cts(t_l)'release_point(s(t_l)'job)) \lor
\%
% \( t_h \) < \( t_l \) to avoid clashes of equally prioritized simultaneously released threads
cts(t_l)'prio = cts(t_h)'prio \land
sts(t_h)'release_point(s(t_h)'job) = cts(t_l)'release_point(s(t_l)'job) \land
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the thread to **Delayed** and initializes the clock **effective_release** to **max_delay.low**. The countermeasure predicate \( p_{\text{delay}} \) holds in this case (see Definition 15 on page 70). In situations where the currently running thread executes non-preemptively, the unblocked thread is also set to **Delayed** however without setting **effective_release**. In this case, the thread resumes executing immediately when the lower prioritized thread stops executing non-preemptively. Threads at a lower priority than the non-preemptively executing thread are not affected. The function **unblock_thread** can therefore directly invoke **apply_action** without first having to set the **thread_state** to **Delayed**. **apply_action** is also invoked to unblock a thread immediately if no thread executes non-preemptively and if **Countermeasure II** needs not to be applied for the unblocking thread. The PVS code of **unblock_thread** is:

```pvs
unblock_thread(sts)(s, time, t) : Dynamic_State =
If \( p_{\text{delay}}(t) \)
  Then
    s(t) With [(thread_state) := Delayed, (effective_release) := cts(t)'max_delay.low]
  Else
    If is_delayed(sts)(s) ∧
      cts(highest_prioritized_non_preemptively_executing_thread(sts)(s))'prio ≤ cts(t)'prio
      Then
        s(t) With [(thread_state) := Delayed]
      Else
        apply_action(sts)(s, time, t)
    Endif
  Endif
Endif
```

### 3.4.3.2. Stop Delaying Thread

The first of the eight state transformers is **stop_delaying_thread**. It resets \( s(dt)'\)\_remaining\_max\_delay if the non-preemptively executing thread (\( dt \)) re-enables preemptions or if it has contiguously executed non-preemptively for \( max\_delay \). The former is the case if its current action is not \( run\_non\_preemptively \). The latter is the case if \( s(dt)'\)\_remaining\_max\_delay = 0. The PVS code of **stop_delaying_thread** is:

```pvs
stop_delaying_thread(sts)(s, time) : State =
If is_delayed(sts)(s)
  Then
    Let dt = highest_prioritized_non_preemptively_executing_thread(sts)(s) In
    If
      (s(dt)'\_remaining\_max\_delay = 0 ∨
        \neg run\_non\_preemptively(sts(dt)'\_action(time)))
    Then
      s With [(dt'\_remaining\_max\_delay) := 0]
    Else
      s
    Endif
  Else
    s
Endif
```
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In those L4-family microkernels that implement the delayed preemption mechanism, the scheduling decision, which is formalized in \texttt{stop\_delaying\_thread}, is triggered in two situations:

- if the kernel-programmed timeout fires after \texttt{max\_delay}; or
- if the thread voluntarily yields the CPU (e.g., after it has seen that a preemption is pending).

### 3.4.3.3. Deactivate Thread

The second state transformer is \texttt{deactivate\_thread}. It sets a thread to inactive either if the total budget of this thread is depleted or if its deadline has passed. Because non-preemptive execution cannot delay the deactivation due to total budget depletion or due to a passing deadline, \texttt{deactivate\_thread} needs not to consider non-preemptively executing threads. The PVS code of this state transformer is:

```pvs
deactivate_thread(sts)(s, time) : State = λ (t : Thread):
    If s(t)'remaining\_total\_budget = 0 ∨ s(t)'remaining\_deadline = 0
    Then
      s(t) With [(thread\_state) := Inactive,
      (job) := s(t)'job + 1,
      (remaining\_deadline) := 0,
      (remaining\_total\_budget) := 0]
    Else
      s(t)
    Endif
```

In an implementation of the scheduler, the scheduling decision, which \texttt{deactivate\_thread} describes, is triggered by a timeout. The kernel programs this timeout immediately before it returns control to this thread. It sets the timeout to the minimum of the remaining total budget, of the remaining execution budget, and of the time that remains until the thread’s deadline passes. If a thread is blocked or if it has stopped, the deactivation can occur lazily (e.g., as described in Footnote 3 on page 50).

### 3.4.3.4. Release Thread

The third state transformer — \texttt{release\_thread} — releases a thread whose next release point has occurred. For that, it invokes the helper function \texttt{unblock\_thread} and refills the remaining total budget of this thread to the total budget of its released job $\tau_{i,k}$. Moreover, it resets the remaining time until the deadline expires to $d_{i,k}$. The PVS code is:

```pvs
release_thread(sts)(s, time) : State = λ (t : Thread):
    If time = sts(t)'release\_point(s(t)'job) ∧ is(Inactive)(s, t)
    Then
      unblock_thread(sts)(s, time, t) With [(remaining\_total\_budget) := sts(t)'total\_budget(s(t)'job),
      (remaining\_deadline) := sts(t)'deadline(s(t)'job)]
    Else
      s(t)
    Endif
```
In an implementation of the scheduler, a release is triggered by a timeout, by the occurrence of a releasing event or by both.

### 3.4.3.5. Unblock Blocked Thread

A blocked thread resumes its execution if its next action is not `block`. In this case, the fourth state transformer — `unblock_blocked_thread` — resumes this thread by invoking the helper function `unblock_thread`.

```plaintext
unblock_blocked_thread(sts)(s, time) : State =
\lambda (t : Thread):
  If
    isBlocked(s, t) ∧
    ¬block(sts(t)'action(time))
  Then
    unblock_thread(sts)(s, time, t)
  Else
    s(t)
  Endif
```

In an implementation of the scheduler, unblocking is typically triggered by an unblocking event such as the reception of a message or the occurrence of an interrupt.

### 3.4.3.6. Resume Delayed Thread

The fifth state transformer — `resume_delayed_thread` — resumes the normal execution of a thread that is in the state `Delayed`. The normal execution of a thread `τ` is resumed after `effective_release` reaches zero. This is the case either after `Countermeasure II` was active for `max_delay_low(\tau)` (see Definition 14 on page 14) or after the currently running thread has stopped executing non-preemptively.

```plaintext
resume_delayed_thread(sts)(s, time) : State =
If
  (Exists (t : Thread) : treated_as_ready(s)(t)) ∧
  ¬is_delayed(sts)(s)
Then
  Let t = highest_prioritized_treated_as_ready(sts)(s)
  If
    isDelayed(s, t) ∧
    s(t)'effective_release = 0
  Then
    s With [t] := apply_action(sts)(s, time, t]
  Else
    s
  Endif
Else
  s
Endif
```

The pre-located trampoline code, which I have described in Section 3.3.5.2 on page 73 is one implementation of this state transformer.

### 3.4.3.7. Block Thread

The sixth state transformer — `block_thread` — formalizes the state changes that occur when the currently running thread blocks or when it stops. In these situations, it sets the thread’s `thread_state` to `Blocked` respectively to `Stopped`.
block_thread(sts)(s, time) : State =
   If Exists (t : Thread) : treated_as_ready(s)(t)
   Then
      Let t = highest_prioritized_treated_as_ready(sts)(s) In
         If is(Ready)(s, t) \(\wedge\)
            ~ s(t)' remaining max delay > 0
         Then
            If block(sts(t)' action(time)) Then
               s With [(t) := s(t) With [(thread state) := Blocked]]
            Else
               s With [(t) := s(t) With [(thread state) := Stopped]]
            Endif
         Else
            s
         Endif
   Else
      s
   Endif

3.4.3.8. Delay Preemptions

The seventh state transformer — delay preemption — formalizes the effect of a non-preemptive execution of the currently running thread. The PVS code for delay preemption is:

delay_preemptions(sts)(s, time) : State =
   If Exists (t : Thread) : treated_as_ready(sts)(s)
   Then
      Let t = highest_prioritized_treated_as_ready(sts)(s) In
         If is(Ready)(s, t) \(\wedge\)
            ~ s(t)' remaining max delay > 0 \(\wedge\)
            run_non_preemptively(sts(t)' action(time)) \(\wedge\)
            cts(t)' max delay > 0 \(\wedge\)
            cts(t)' max delay \(\leq\) s(t)' remaining total budget \(\wedge\)
            cts(t)' max delay \(\leq\) s(t)' remaining deadline
         Then
            s With [(t) := s(t) With [(remaining max delay) := cts(t)' max delay]]
         Else
            s
         Endif
   Else
      s
   Endif

The proof of non-interference also holds for systems where some threads cannot execute non-preemptively. In the formal model of the scheduler, these threads are represented by \(max delay_i = 0\). The check \(max delay_i > 0\) determines whether a thread is authorized to execute non-preemptively. The check

\[
\begin{align*}
cts(t)'max delay \leq s(t)'remaining total budget \wedge \\
cts(t)'max delay \leq s(t)'remaining deadline
\end{align*}
\]

disallows non-preemptive execution during end-of-release events.
In L4 kernels, the intent of an application thread to execute non-preemptively is only detected at the occurrence of an interrupt. If the in-kernel interrupt handler notices that the delayed preemption mechanism is active, it returns control to the application program. In the formal model of the scheduler, this situation is represented by action traces, which contain \texttt{run} until the point in time when the kernel would notice the intent to execute non-preemptively and which then contains \texttt{run.$\text{non\_preemptively}$} to express precisely this intent.

### 3.4.3.9. Run

The eighth state transformer — \texttt{run} — formalizes no scheduling decision.

\begin{verbatim}
run(sts)(s, time) : State =
  \lambda (t : Thread) :
  s(t) With [(effective_release) := If s(t)' effective_release > 0 Then s(t)' effective_release - 1 Else s(t)' effective_release Endif,
  (remaining_max_delay) := If s(t)' remaining_max_delay > 0 Then s(t)' remaining_max_delay - 1 Else 0 Endif,
  (remaining_deadline) := If s(t)' remaining_deadline > 0 Then s(t)' remaining_deadline - 1 Else s(t)' remaining_deadline Endif,
  (remaining_total_budget) := If highest_prioritized_treated_as_ready(sts)(s)(t) \land
    s(t)' remaining_total_budget > 0 Then s(t)' remaining_total_budget - 1 Else s(t)' remaining_total_budget Endif]
\end{verbatim}

The sole purpose of the state transformer \texttt{run} is to advance the various down-counting clocks, which I use to emulate timeouts. The total budget of a thread is only consumed if this thread is the highest prioritized treated-as-ready thread. Hence, \texttt{remaining_total_budget} is a thread-local clock.

### 3.4.4. Invariants

To give some confidence on the correctness of this formalization, I have shown the following six predicates over states to be invariants. The formalization of the first four predicates are straightforward. I will therefore explain these predicates only informally. A predicate $P$ is invariant of the scheduler if $P(dispatch_{\text{step}}(s_0, 0))$ holds for an initial state $s_0$ and if for all points in time $t$, we can conclude from $P(dispatch(s_0, t))$ that $P(dispatch(s_0, t + 1))$ holds as well.

- **delay_max**
  
  $\texttt{cts}(t)' \text{max\_delay}$ is an upper bound of $s(t)' \text{remaining\_max\_delay}$.

- **delaying_max_delay**
  Only threads $\tau_i$ with $\text{max\_delay}_i > 0$ can execute non-preemptively.

- **delay_remaining**
  No thread exceeds its remaining total budget or its deadline when it delays preemptions. The proof that $\texttt{delay\_remaining}$ is an invariant of the scheduler rests on $\texttt{delay\_max}$.
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- \( \lambda (s) : \text{singleton\_delaying}(s) \land \text{delaying\_ready}(s) \)

The first clause of this predicate states that at most one thread is delaying preemptions. The second clause establishes that the delaying thread is \text{Ready} and that no higher prioritized thread is in this state. These threads are therefore either \text{Delayed}, \text{Blocked}, \text{Stopped} or \text{Inactive}. The proof that this predicate is an invariant of the scheduler rests on \text{delay\_remaining}.

The predicates of the fifth and sixth invariant are:

\[
\text{delay\_effective\_release}((s\nearrow t_l, t_h), s) : \text{bool} =
\text{Forall}((t_l, t_h) : \text{Thread}) : \\
\begin{align*}
& \quad \text{s}(t_l)\text{'}\text{remaining\_max\_delay} > 0 \land \text{s}(t_h)\text{'}\text{thread}\_\text{state} = \text{Delayed} \land \\
& \quad \text{higher\_effective\_priority}((s\nearrow t_l, t_h)) \land p\_\text{delay}(t_h) \\
& \quad \implies \text{s}(t_l)\text{'}\text{remaining\_max\_delay} \leq \text{s}(t_h)\text{'}\text{effective\_release} \\
\end{align*}
\]

and

\[
\text{p\_delay\_delayed}(s) : \text{bool} =
\text{Forall}((t_l, t_h) : \text{Thread}) : \\
\begin{align*}
& \quad \text{s}(t_l)\text{'}\text{remaining\_max\_delay} > 0 \land \text{higher\_effective\_priority}((s\nearrow t_l, t_h)) \land \\
& \quad \text{treated\_as\_ready}(t_l, t_h) \land p\_\text{delay}(t_h) \\
& \quad \implies \text{s}(t_h)\text{'}\text{thread}\_\text{state} = \text{Delayed} \\
\end{align*}
\]

The fifth predicate states that a delayed higher prioritized thread \( \tau \), which is subjected to \text{Countermeasure II} (i.e., for which \( p\_\text{delay}(\tau) \) holds) resumes execution only after a lower prioritized thread stopped executing non-preemptively. The proof that this predicate is a scheduler invariant rests on \text{delay\_max} and \text{delay\_remaining}.

The sixth invariant establishes that whenever a thread executes non-preemptively, higher prioritized treated-as-ready threads that the scheduler subjects to \text{Countermeasure II} are \text{Delayed}. The proof rests on \text{singleton\_delaying} and \text{delay\_remaining}.

The proofs of the above six invariants are straightforward by case distinction.

3.4.5. Non-interference

The non-interference property that I have shown for the proposed budget-enforcing fixed-priority scheduler establishes the indistinguishability of outputs on \( l \)-similar initial scheduler states. Its PVS code is the following.

\[
\text{main\_theorem} : \text{Theorem} \\
\text{Forall}((s_0 : (\text{initial\_state})), t\_conf : \text{Thread}, t\_time : \text{Time}, \text{sts}_1, \text{sts}_2 : [\text{Thread} \rightarrow \text{Constant\_Secrecy\_Dependent\_State}]) : \\
\text{l\_similar}(t\_conf)\text{sts1, sts2} \implies \text{output}(\text{cts}(t\_conf)\text{label}, \text{sts}_1)(\text{dispatch}(\text{sts}_1)(s_0, t\_time)) = \\
\text{output}(\text{cts}(t\_conf)\text{label}, \text{sts}_2)(\text{dispatch}(\text{sts}_2)(s_0, t\_time))
\]

In the definition of this theorem, the predicate subtype (\text{initial\_state}) stands for the initial dynamic state in which all threads are inactive awaiting the release point of their first job. The observer clearance \( l \) is given as the domain of the thread \text{t\_conf}.
Two constant secrecy-dependent states $sts_1$ and $sts_2$ are $l$-similar if the following relation contains the pair $(sts_1, sts_2)$.

\[
\text{\texttt{L\_similar}}(\text{\texttt{t\_conf}} : \text{\texttt{Thread}})(sts_1, sts_2) : \texttt{bool} = \\
(\text{\texttt{Forall}} (\text{\texttt{t\_low}} : \text{\texttt{Thread}}) : \\
\text{\texttt{cts}}(\text{\texttt{t\_low}})' \text{\texttt{release\_label}} \leq \text{\texttt{cts}}(\text{\texttt{t\_conf}})' \text{\texttt{label}} \implies \text{\texttt{same\_params}}(\text{\texttt{t\_low}})(sts_1, sts_2)) \\
(\text{\texttt{Forall}} (\text{\texttt{t\_low}} : \text{\texttt{Thread}}) : \\
\text{\texttt{cts}}(\text{\texttt{t\_low}})' \text{\texttt{label}} \leq \text{\texttt{cts}}(\text{\texttt{t\_conf}})' \text{\texttt{label}} \implies \\
\text{\texttt{sts_1}}(\text{\texttt{t\_low}})' \text{\texttt{action}} = \text{\texttt{sts_2}}(\text{\texttt{t\_low}})' \text{\texttt{action}})
\]

In this relation, $\text{\texttt{same\_params}}$ is defined as:

\[
\text{\texttt{same\_params}}(t)(sts_1, sts_2) : \texttt{bool} = \\
(sts_1(t)' \text{\texttt{release\_point}} = sts_2(t)' \text{\texttt{release\_point}}) \land \\
(sts_1(t)' \text{\texttt{deadline}} = sts_2(t)' \text{\texttt{deadline}}) \land \\
(sts_1(t)' \text{\texttt{total\_budget}} = sts_2(t)' \text{\texttt{total\_budget}})
\]

If an $l$-classified observer (represented by $\text{\texttt{t\_conf}}$) is cleared to observe the existence of a thread $\tau$, then two constant secrecy-dependent states are $l$-similar if they agree on the release points, deadlines and total budgets of this thread. If the $l$-classified observer is also cleared to receive information from $\tau$, the action trace of this thread must also be the same for the two states to be $l$-similar.

The PVS code for \texttt{output} is:

\[
\text{\texttt{output}}(l, \text{\texttt{sts}})(s) : \texttt{Output} = \\
\texttt{If } \text{\texttt{is\_delayed}}(\text{\texttt{sts}})(s) \texttt{ Then} \\
\texttt{Let } dt = \text{\texttt{highest\_prioritized\_non\_preemptively\_executing\_thread}}(\text{\texttt{sts}})(s) \texttt{ In} \\
\texttt{If } \text{\texttt{cts}}(dt)' \text{\texttt{label}} \leq l \texttt{ Then} \\
\texttt{delay\_out}(dt) \\
\texttt{Else} \\
\texttt{nil} \\
\texttt{Endif} \\
\texttt{Else} \\
\texttt{If } (\texttt{Exists} (t : \texttt{Thread}) : \texttt{treated\_as\_ready}(s)(t)) \land \\
s(\text{\texttt{highest\_prioritized\_treated\_as\_ready}}(\text{\texttt{sts}})(s))' \text{\texttt{thread\_state}} \neq \text{\texttt{Delayed}} \texttt{ Then} \\
\texttt{Let } ht = \text{\texttt{highest\_prioritized\_treated\_as\_ready}}(\text{\texttt{sts}})(s) \texttt{ In} \\
\texttt{If } \text{\texttt{cts}}(ht)' \text{\texttt{label}} \leq l \texttt{ Then} \\
\texttt{action}(ht, s(ht)' \text{\texttt{thread\_state}}) \\
\texttt{Else} \\
\texttt{nil} \\
\texttt{Endif} \\
\texttt{Else} \\
\texttt{nil} \\
\texttt{Endif} \\
\texttt{Endif}
\]

The function \texttt{output} maps each state of the scheduler to an element of the type:

\[
\text{\texttt{Output}} : \texttt{Datatype} \\
\text{\texttt{Begin}} \\
\texttt{nil} : \texttt{nil} ? \\
\texttt{delay\_out} (t : \texttt{Thread}) : \texttt{delay\_out}? \\
\texttt{action} (t : \texttt{Thread}, ts : \texttt{Thread\_State}) : \texttt{action}? \\
\text{\texttt{End Output}}
\]
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It contains three variants:

- nil — the observer is not cleared to the currently running thread;
- delay_out(t) — the currently running thread is t. It executes non-preemptively; and
- action(t, ts) — the highest prioritized treated-as-ready thread is t. Its thread state is ts.

What do we know about a scheduler for which the main theorem holds? If such a scheduler starts from two l-similar initial scheduler states, which are comprised of s_0, cts and sts_1 respectively of s_0, cts and sts_2, then l-classified observers cannot distinguish the two schedules from the behavior l-observable threads have at a given point in time. Quantification over the parameter time, which is passed to dispatch, extends this statement to all points in time and to arbitrarily long running systems. Thereby, initial scheduler states can differ in the actions higher or incomparably classified threads will perform and on the existence of threads that run at a lower priority than the lowest prioritized l-observable thread.

The non-interference property of the main theorem, as stated above, is a simplified form of non-influence: Definition 6 on page 24 introduced non-influence as

\[
\forall \alpha, \beta \in A^*, s^0, s^i, t^0 \in S. \text{ipurge}(\alpha, l) = \text{ipurge}(\beta, l) \land s^0_{\text{sources}(\alpha, l)} t^0 \land s^0 \overset{\alpha}{\rightarrow} s^i
\]

\[
\Rightarrow \exists t^j \in S. t^0 \overset{\beta}{\rightarrow} t^j \land \text{output}(l, s^i) = \text{output}(l, t^j) \quad (3.5)
\]

The encoding of actions as mappings of type [Time → Action] and the transitivity of ≤ simplifies the precondition \( \text{ipurge}(l, \alpha) = \text{ipurge}(l, \beta) \) to \( \text{sts}_1(t)’ \text{action} = \text{sts}_2(t)’ \text{action} \) for all lower-than-l classified threads t.

\( s \overset{\text{sources}(\alpha, l)}{\approx} t \) is simplified to the first condition of \( \text{l_similar}(\text{t_conf})(\text{sts}_1, \text{sts}_2) \). For the dynamic part of the state \( s \overset{\text{sources}(\alpha, l)}{\approx} t \) holds trivially because in the above lemma, dispatch starts from the same initial state. Also, because \( \text{dispatch}(s_0, \text{time}) \) is deterministic and because it terminates after time steps, the quantification over \( s^i \) and the existence of \( t^j \) can simply be expressed as the result of \( \text{dispatch}(\text{sts}_1)(s_0, \text{time}) \) respectively as the result of \( \text{dispatch}(\text{sts}_2)(s_0, \text{time}) \). The function output of Definition 6 is instantiated with the above output function.

3.4.6. Proof of Non-interference

The non-interference proof of the proposed budget-enforcing scheduler proceeds in two steps: First, it must be shown that the property on pairs of states — same_high_state — is invariant for the given scheduler. Then, the main theorem follows immediately from the following lemma.

<table>
<thead>
<tr>
<th>same_high_state_same_output</th>
<th>Lemma</th>
</tr>
</thead>
<tbody>
<tr>
<td>For all (s_1 : (scheduler_invariants(sts_1)), s_2 : (scheduler_invariants(sts_2))) : l_similar(t_conf)(sts_1, sts_2) ∧ same_high_state(t_conf)(s_1, s_2) ⇒ output(cts(t_conf)’ label, sts_1)(s_1) = output(cts(t_conf)’ label, sts_2)(s_2)</td>
<td></td>
</tr>
</tbody>
</table>

It says that two states, which are related by same_high_state, yield identical outputs as seen by an l-classified observer.
The predicate \texttt{same\_high\_state} is defined as follows.

\[
\text{same\_high\_state(l\_conf)}(s_1, s_2 : \text{State}) : \text{bool} = \\
\quad (\forall t : \text{cts}(t)' \text{label} \leq \text{cts}(l\_conf)' \text{label} \implies s_1(t) = s_2(t)) \land \\
\quad (\forall (l, h) : \text{cts}(l)' \text{label} \leq \text{cts}(l\_conf)' \text{label} \land \\
\quad \text{cts}(l)' \text{prio} \leq \text{cts}(h)' \text{prio} \implies \\
\quad \left( s_1(h)' \text{job} = s_2(h)' \text{job} \land \\
\quad s_1(h)' \text{remaining\_total\_budget} = s_2(h)' \text{remaining\_total\_budget} \land \\
\quad s_1(h)' \text{remaining\_deadline} = s_2(h)' \text{remaining\_deadline} \land \\
\quad (s_1(h)' \text{thread\_state} = \text{Inactive}) = (s_2(h)' \text{thread\_state} = \text{Inactive}))
\]

The first clause of this predicate says that if an \textit{l}-classified observer (represented by \textit{l\_conf}) is cleared to receive information about a thread \textit{t}, then the dynamic state of this thread is the same in both states \textit{s}_1 and \textit{s}_2 of the related pair. Because the property is an invariant of the scheduler, it follows for \textit{l}-similar initial states that the behavior of \textit{l}-observable threads cannot be altered by higher or incomparably classified threads.

The second clause of this predicate says that for threads, which have the same or a higher priority than an \textit{l}-observable thread, the following holds: they execute the same jobs in the two states of the pair; they have the same amount of total budget left to execute or to block in the subsequent schedule that follows the two state of the pair; their deadlines expire after the same amount of time; and the jobs that these threads execute are either active in both states or they are inactive in both states. That is, in the two schedules, higher prioritized threads are either simultaneously active or they are simultaneously inactive. If an \textit{l}-observable lower or equally prioritized thread is not cleared to receive information from these threads, we can conclude from this second clause that \textit{Countermeasure I} is applied for such a thread at the same time in both of these schedules.

The proof of \texttt{same\_high\_state\_same\_output} is by distinction of the cases that stem from the if-statements in the function \texttt{output}. The cases where the function \texttt{output} evaluates to \texttt{nil} for both states \textit{s}_1 = \texttt{dispatch(sts1)(s\_0, time)} and \textit{s}_2 = \texttt{dispatch(sts1)(s\_0, time)} hold trivially.

Of the remaining four cases, the following two are straightforward:

\textbf{Case 1:} in both states, \textit{s}_1 and \textit{s}_2, there exists a highest prioritized thread that executes non-preemptively and the \textit{l}-classified observer is cleared to see these threads; and

\textbf{Case 2:} a highest prioritized treated-as-ready thread exists in both \textit{s}_1 and \textit{s}_2 and the \textit{l}-classified observer is authorized to see these threads.

The remaining two cases are more challenging:

\textbf{Case 3:} the condition \texttt{is\_delayed} holds in precisely one of the two states, \textit{s}_1 and \textit{s}_2, and the \textit{l}-classified observer is not cleared to see the highest prioritized non-preemptively executing thread; and

\textbf{Case 4:} a highest prioritized non-preemptively executing thread respectively a highest prioritized treated-as-ready thread exists in both, \textit{s}_1 and \textit{s}_2, but the \textit{l}-classified observer is cleared only to one of these threads.

The proofs of Case 1 and Case 2 proceed by instantiating the parameter \textit{t} in the precondition \texttt{cts(t)'label} \leq \texttt{cts(l\_conf)'label} of the first clause of \texttt{same\_high\_state(l\_conf)(s1, s2)} with the highest prioritized non-preemptively executing thread (Case 1) respectively with the highest
prioritized treated-as-ready thread (Case 2) of one of these states. Because \( \text{cts}(t_{\text{con}})'\text{label} = 1 \), \( \text{cts}(t)'\text{label} \leq \text{cts}(t_{\text{con}})'\text{label} \) holds for both of these threads and from the first clause of \( \text{same\_high\_state}(t_{\text{con}})(s1, s2) \) it follows that \( s1(t) = s2(t) \). However then, the singleton delaying thread in \( s1 \) is the same thread as the singleton delaying thread in \( s2 \) and the singleton highest prioritized treated-as-ready thread in \( s1 \) is the singleton highest prioritized treated-as-ready thread in \( s2 \). But this means, the \( l \)-observable outputs are the same. In the sources, two auxiliary lemmas establish this identity of the above threads:

- visible\_high\_priority\_runnable\_thread\_same, and
- visible\_high\_priority\_delaying\_thread\_same.

For the proof of Case 3, let us assume that is\_delayed holds in \( s1 \) but not in \( s2 \). The proof where is\_delayed holds in \( s2 \) is symmetric. Because the \( l \)-classified observer is not cleared to see the highest prioritized non-preemptively executing thread that exists in \( s1 \), \( \text{output}(sts1)(s1) = \text{nil} \) holds. The function \( \text{output}(sts2)(s2) \) can match this result only in the following two situations:

- if there is no highest prioritized treated-as-ready thread that is not Delayed, or
- if the \( l \)-classified observer is not cleared to see such a thread.

So let us assume that there exists such a thread in \( s2 \), which the \( l \)-classified observer is cleared to see. Our goal is now to find a contradiction. Because of the above assumption, the precondition of the first clause of \( \text{same\_high\_state}(t_{\text{con}})(s1, s2) \) is fulfilled. From visible\_high\_priority\_runnable\_thread\_same we know that in this case, the highest prioritized treated-as-ready thread in \( s2 \) is also the highest prioritized treated-as-ready thread in \( s1 \). Let \( \tau_h \) be this thread. We have to distinguish two cases:

**Case 3a:** The singleton non-preemptively executing thread \( \tau_d \) is authorized to send to the highest prioritized treated-as-ready thread \( \tau_h \).

In this case, the transitivity of \( \leq \) immediately reveals that \( \tau_d \) is also authorized to send to the \( l \)-classified observer, which contradicts the second precondition of Case 3.

**Case 3b:** No such communication is authorized.

In this case, the countermeasure predicate \( p_{\text{delay}}(\tau_h) \) does not hold for the highest prioritized treated-as-ready thread \( \tau_h \) because otherwise the invariant \( p_{\text{delay\_delayed}} \) would require this thread to be Delayed.

However, the non-preemptively executing thread \( \tau_d \) has the same or a lower priority than \( \tau_h \) and \( \text{max\_delay} > 0 \) holds for \( \tau_d \). But then, \( p_{\text{delay}}(\tau_h) \) must hold, which contradicts the assumption that \( \tau_h \) is not Delayed.

Case 4 contradicts the results of visible\_high\_priority\_delaying\_thread\_same respectively of visible\_high\_priority\_runnable\_thread\_same. If the \( l \)-classified observer is cleared to see such a thread in one of the two states \( s1 \) or \( s2 \), this thread is the single highest prioritized non-preemptively executing respectively the single highest prioritized treated-as-ready thread in the respective other state. As a consequence, the \( l \)-classified observer is cleared to see this thread. This concludes the proof of \( \text{same\_high\_state\_same\_output} \).

The proofs of the lemmas, which establish that \( \text{same\_high\_state} \) is a scheduler invariant for the eight state transformers, are straightforward. The accompanying PVS sources contain these proofs.
3.4.7. Temporal Isolation of Non-interfering Threads

From the above proof, we can immediately conclude that the proposed budget-enforcing fixed-priority scheduler isolates threads in a temporal manner from certain other threads: Assume $\text{dom}(\tau) \nsubseteq \text{dom}(\tau')$ holds for two threads $\tau$ and $\tau'$ and $(L, \leq, \text{dom})$ is a transitive information-flow policy. Then, $\tau$ can neither influence the points in time when $\tau'$ runs nor the points in time when a thread $\tau''$ runs that can legitimately send messages to $\tau'$. The subsystem, which consists of $\tau'$ and of all its legitimate senders $\tau''$, is temporally isolated from $\tau$.

Commercial time-partitioning systems (such as LynxOS [Lyn]) often implement a hierarchical fixed-priority scheduler to schedule the threads of a single partition once the underlying scheduler selects this partition. These systems can only temporally isolate threads by running them in different partitions. The proposed budget-enforcing fixed-priority scheduler directly isolates threads in a temporal manner without having to revert to hierarchical scheduling.

3.5. Real-Time Guarantees

In real-time systems, it is crucial that hard real-time threads complete their jobs before their deadlines. Admission tests give this guarantee. Probably the two most popular admission tests are the time-demand analysis by Lehoczky et al. [LSD89] and the Liu and Layland criterion [LL73] for the rate-monotonic scheduling (RMS) algorithm.

In the following, we shall see how an adjustment of the per thread blocking term allows us to reuse a large class of existing admission tests for the proposed budget-enforcing fixed-priority scheduler. We shall further see how the above two admission tests perform in comparison to their adjusted versions and how the latter perform in comparison to admission tests for time-partitioning schedulers.

3.5.1. Time-Demand Analysis and Liu-Layland Criterion

Time demand analysis delivers sufficient and necessary conditions to test whether a given set of threads is schedulable, that is, whether all threads in this set meet their deadlines. If the relative deadlines of all jobs $\tau_{i,k}$ are at most as large as the period of the thread (i.e., $d_{i,j} \leq \Pi_i$), the time demand to schedule a thread $\tau_i$ in the interval $[t_0, t_0 + t]$ along with higher prioritized threads is

$$w_i(t) = eb_i + \sum_{k=1}^{i-1} \left\lceil \frac{t}{\Pi_k} \right\rceil eb_k, \quad \text{for } 0 < t \leq \Pi_i \quad (3.6)$$

Here, $eb_i$ is the worst case time $\tau_i$ can execute (i.e., its execution budget), the time $t_0$ is a critical instant for $\tau_i$. That is, $t_0$ is the release point a job of $\tau_i$ where the response time of this job will be at its maximum. If a job is schedulable at a critical instant, it remains schedulable for all other combinations of release times (see e.g., Liu [Liu00, Chapter 6.5.1] for more details on critical instant analyses).

A job of $\tau_i$ meets its deadline if at some time $t$ before its deadline, the supply of processor time $t$ is equal to or greater than the time demand $w_i(t)$.

The Liu Layland criterion is a sufficient condition for the schedulability of a set of strictly periodic threads that are scheduled by the rate-monotonic scheduling algorithm. Recall, the

\[\text{In the following, thread indices are assigned inverse proportional to thread priorities. That is, threads with smaller indices are higher prioritized: } i < j \Rightarrow \text{prio}(\tau_i) \geq \text{prio}(\tau_j).\]
3.5. REAL-TIME GUARANTEES

RMS algorithm prioritizes threads inverse proportionally to their period lengths (i.e., \( \Pi_i \leq \Pi_j \Rightarrow \text{prio}(\tau_i) > \text{prio}(\tau_j) \)). A set of \( n \) strictly periodic threads is schedulable if

\[
\sum_{i=1}^{n} \frac{e_{b_i}}{\Pi_i} \leq n \cdot (2^{\frac{1}{n}} - 1) \tag{3.7}
\]

A limitation of the above two schedulability tests is the implicit assumption that threads never block. To consider the blocking of threads, extended versions of these admission tests include a per thread blocking term \( b_{b_i} \). This blocking term is an upper bound of the time that \( \tau_i \) blocks. Sha et al. [SRL90] show that blocked threads remain schedulable with RMS if Equation 3.8 holds.

\[
\forall k \in \{1, \ldots, n\}. \sum_{i=1}^{k} \left( \frac{e_{b_i}}{\Pi_i} + \frac{b_{b_k}}{\Pi_k} \right) \leq k \cdot (2^{\frac{1}{k}} - 1) \tag{3.8}
\]

Equation 3.9 shows an analogous adjustment for time demands.

\[
w_i(t) = e_{b_i} + b_{b_i} + \sum_{k=1}^{i-1} \left\lceil \frac{t}{\Pi_k} \right\rceil e_{b_k}, \quad \text{for } 0 < t \leq \Pi_i \tag{3.9}
\]

If the effect of Countermeasure I (see Definition 10 on page 61) on other threads can be expressed as a blocking term, admission tests such as the two above could immediately be reused to decide whether a set of threads is schedulable with the proposed budget-enforcing fixed-priority scheduler. The prohibition times \( b_{b_pr} \) is such a blocking term.

3.5.2. Prohibition Times

In situations where the scheduler activates Countermeasure I to avoid leakage due to direct and indirect influences, only budget-consumer threads can run while the highest prioritized treated-as-ready thread blocks or stops.

Let \( b_{b_h} \) be the maximum time that \( \tau_h \) can block without consuming its execution budget (i.e. \( b_{b_h} = t_{b_h} - e_{b_h} \)). In the worst case, the scheduler switches to a budget consumer whenever a higher prioritized thread blocks for which \( p_{\text{transitive}}(\tau_h) \) holds. A lower prioritized thread \( \tau_l \) is prohibited from running. I call this time \( b_{b_pr} \) the prohibition time of a thread \( \tau_l \). It holds:

**Proposition 1. Prohibition Times.**

*For a thread \( \tau_i \) of the set of threads \( T \), the prohibition time \( b_{b_pr} \) is:

\[
b_{b_pr} = \sum_{\tau_h \in T_{H^+}} \left[ \frac{\Pi_h}{\Pi_k} \right] b_{b_h} \quad \text{with } T_{H^+} := \{ \tau \in T_{\text{high}}(\tau_i) \mid p_{\text{transitive}}(\tau) \}
\]

Obviously, if the idle thread is the budget consumer or if no other higher classified, ready budget consumer could be found, prohibiting threads from running increases the idle time of the system. I quantify the worst-case increase of idle time by the prohibition time of the lowest prioritized thread \( b_{b_pr} \).

To reuse existing admission tests for the proposed scheduler, the prohibition time must be considered as an additional blocking term. In addition, the influence of threads \( \tau \) with \( p_{\text{transitive}}(\tau) \) must be removed from the original blocking term of a thread \( \tau_i \). For the time-demand analysis, this results in:

\[
w_i(t) = e_{b_i} + b_{b_i}' + b_{b_pr} + \sum_{k=1}^{i-1} \left\lceil \frac{t}{\Pi_k} \right\rceil e_{b_k}, \quad \text{for } 0 < t \leq \Pi_i \tag{3.10}
\]
where $bb'_i$ is the blocking term due to those threads for which $p_{transitive}(\tau)$ does not hold. The corresponding result for the Liu Layland criterion is:

$$\forall k \in \{1, \ldots, n\}, \sum_{i=1}^{k} \left( \frac{eb_i}{\Pi_i} + \frac{bb'_k + bb_{pr}^k}{\Pi_k} \right) \leq k \cdot (2^\frac{k}{k} - 1) \quad (3.11)$$

The contribution of a thread $\tau_h$ to the prohibition time is larger than its contribution to the blocking term if the scheduler would not apply Countermeasure I during those times when $\tau_h$ blocks or stops. In some situations, a modified admission test must therefore reject a thread set, which an admission test for an unmodified scheduler could accept. The achievable utilization of the proposed budget-enforcing fixed-priority scheduler is lower. In the worst case, the difference between the achievable utilization of an unmodified scheduler ($U_{orig}$) and of the proposed scheduler is as large as the prohibition time of the lowest prioritized threads:

$$U_{orig} - U = \frac{bb_{pr}^\text{idle}}{\Pi_{idle}} \quad (3.12)$$

Because preemptions are rare and because $\text{max} \_ \text{delay} \_ \text{low}(\tau)$ is small compared to the time a thread $\tau$ runs, the utilization loss due to Countermeasure II is negligible.

To see how the modified scheduler affects well-behaving real-time threads it is interesting to compare the different causes of blocking in admission tests with and without prohibition times. It is also interesting to relate these results to a time-partitioning scheduler.

### 3.5.3. Blocking due to Self Suspension

Self suspension is one reason for blocking. A thread suspends itself when it voluntarily releases the CPU to sleep for some time or when it invokes a blocking system call to wait for the arrival of a message or for the completion of asynchronous I/O.
Let \( x_i \) be an upper bound on the time the thread \( \tau_i \) suspends itself. According to Liu [Liu00, Chapter 6.8.2 pg. 164ff], the blocking time due to self suspension \( bb^s_{\tau_i} \) is

\[
bb^s_{\tau_i} = x_i + \sum_{\tau_h \in T_{\text{high}}(\tau_i)} \min(eb_h, x_h)
\]

(3.13)

Figure 3.11 illustrates this formula in an example. A lower prioritized thread \( \tau_i \) is ready whenever a higher prioritized thread \( \tau_h \) suspends itself. It may therefore run any time during \( \tau_h \)'s second period when \( \tau_h \)'s second job suspends itself. Only the execution budget \( eb_{h,2} \) of this job adds to the time demand of \( \tau_h \).

The blocking term of \( \tau_i \) origins from the self suspension of \( \tau_h \)'s first job. If \( \tau_{h,0} \) suspends itself for a time \( x_h \), the critical instant of \( \tau_i \), compared to its critical instant without such a self suspension, is put off by \( x_h \). As a result, \( \tau_i \)'s period overlaps the period of \( \tau_h \)'s third job by \( x_h \). Hence, \( eb_{h,1} \) and \( eb_{h,2} \) add to the time demand of \( \tau_i \) and, in addition, also the part of \( eb_{h,3} \) that overlaps with the period of \( \tau_{h,3} \). This part is at most as large as \( x_h \) because after \( x_h \), \( \tau_i \)'s deadline ends \( \tau_i \)'s period.

Countermeasure I prevents lower prioritized threads from running whenever a higher prioritized thread \( \tau_h \) suspends itself for which \( p_{\text{transitive}}(\tau_h) \) holds. If blocking due to self suspension is the only reason for blocking, the blocking term for an admission test must be adjusted as follows.

\[
bb^s_{cm,h} = x_i + \sum_{\tau_h \in T_{H^-}} \min(eb_h, x_h) + \sum_{\tau_h \in T_{H^+}} \left\lceil \frac{\Pi_l}{\Pi_h} \right\rceil x_h
\]

(3.14)

In Equation 3.14, and elsewhere, \( bb^s_{cm} \) stands for the blocking term \( bb^s \), which has been adjusted to consider Countermeasure I. It holds that \( T_{H^-} := \{\tau \in T_{\text{high}}(\tau_i) \mid -p_{\text{transitive}}(\tau)\} \). \( T_{H^+} \) is defined as in Proposition 1. The last addend of this equation is the prohibition time \( bb^p_{\tau_i} \).

Clearly, an admission test for an unmodified scheduler accepts more thread sets than a corresponding admission test for the proposed modified scheduler. The term \( \left\lceil \frac{\Pi_l}{\Pi_h} \right\rceil x_h \) is typically much larger than \( \min(eb_h, x_h) \). This is in particular the case if, like in RMS, the periods of lower prioritized threads are larger than the periods of higher prioritized threads.

Compared to a time-partitioning scheduler, an admission test for the proposed budget-enforcing fixed-priority scheduler accepts more thread sets because prohibition times must be considered only for threads \( \tau \) for which \( p_{\text{transitive}}(\tau) \) holds. A lower prioritized thread may well run during the time a higher prioritized thread suspends itself as long as the influence of this higher prioritized thread does not lead to information leakage.

A realistic scenario, in which this situation occurs, is a real-time video player for constant bit-rate videos. In this scenario, a real-time device driver reads an encrypted video that the player decrypts and displays. Assume both have the same periods and deadlines and the driver is assigned a higher priority. Then, because the driver has no plain-text access to confidential data, it is safe to classify the driver at a lower secrecy level than the player. But then, the driver runs unconstrained and the player meets its deadline as long as \( eb_{\text{driver}} + eb_{\text{player}} \leq d_{\text{player}} \).

To avoid leakage from the decoder to the driver, a time-partitioning system must assign the driver to a different partition of length \( eb_{\text{driver}} + x_{\text{driver}} \). But in this situation, \( x_{\text{driver}} \) additional time is required before the player’s deadline \( d_{\text{player}} \) passes.
3.5.4. Blocking due to Non-preemptive Execution

The blocking time due to non-preemptive execution $bb_{np}^h$ depends on the number of times $k_h$ that a higher prioritized thread $\tau_h$ suspends itself. Lower prioritized threads can defer when $\tau_h$ resumes after any such self suspension by $\max_{\text{delay low}}(\tau_h)$. Moreover, lower prioritized threads can delay the resumption of $\tau_h$ after its release by this value. Hence, it holds for the blocking term $bb_{np}^h$ of $\tau_h$ that (Liu [Liu00, Chapter 6.8.1]):

$$bb_{np}^h = (k_h + 1) \max_{\text{delay low}}(\tau_h)$$

(3.15)

On the other hand, if the proposed budget-enforcing fixed-priority scheduler applies Countermeasure I for $\tau_h$, lower prioritized threads can defer only the release of $\tau_h$. Hence, the blocking term for threads run by the proposed scheduler is

$$bb_{cm,h}^{np} = \begin{cases} 
\max_{\text{delay low}}(\tau_h) & \text{if } p_{\text{transitive}}(\tau_h) \\
(k_h + 1) \max_{\text{delay low}}(\tau_h) & \text{otherwise}
\end{cases}$$

(3.16)

In theory, if $k_h \max_{\text{delay low}}(\tau_h)$ is large compared to the maximum self-suspension time $x_h$, admission tests for the proposed non-interference-secure scheduler could accept more thread sets than corresponding tests for unmodified schedulers. In practice however, non-preemptive critical sections are short and this effect can not be seen. Still, as far as blocking due to non-preemptive execution is concerned, admission tests for the proposed modified scheduler perform no worse than those for unmodified schedulers.

3.6. Practical Matters

In Section 3.3, I have made several assumptions, which limit the applicability of the proposed scheduler. In the following, I will partially lift these assumptions and allow threads

- to have precedence constraints (Section 3.6.1),
- to be created dynamically (Section 3.6.2),
- to hierarchically schedule other threads (Section 3.6.3),
- to donate time to other threads (Section 3.6.4), and
- to acquire resources (Section 3.7).

3.6.1. Precedence Constraints

In real-life systems, jobs typically depend on results that are produced by other jobs. As a consequence, they cannot sensibly be released before such a result is available.

Precedence constraints are one way to formally capture this dependency. Precedence constraints are typically described as a directed graph: the precedence graph. The vertices of this graph are the jobs. The edges denote the dependencies between jobs. That is, an edge from the job $\tau_{h,0}$ to the job $\tau_{l,0}$ denotes that $\tau_{l,0}$ depends on a result produced by $\tau_{h,0}$. In this situation, $\tau_{h,0}$ is called the predecessor of $\tau_{l,0}$. For the following discussion, I assume that the precedence graph is known at admission time and that lower prioritized threads are cleared to the precedence constraints of higher or equally prioritized threads.
3.6. PRACTICAL MATTERS

There are two principle approaches to schedule threads with precedence constraints:

1. by setting the release point of a job to the point in time when the results of all predecessors are available; and

2. by setting the release point of a job to its effective release time.

The intuition behind effective release times is that a job is released no earlier than its predecessors. On uniprocessor systems, a scheduler, which releases jobs at effective release times, can in principle forget about precedence constraints [GJ77].

3.6.1.1. Result Dependent Release Points

The unspecified nature of release points in ReThMo suggests a setting of release points to the points in time when predecessor results are available. However, it is easy to see that such a setting allows predecessors to leak information by manipulating the release points of their successors: Assume $\tau_{l,0}$ is a predecessor of $\tau_{h,0}$. Then, $\tau_{l,0}$ can encode secret information in the time when it produces the result for $\tau_{h,0}$. Lower than $\tau_h$ prioritized threads $\tau_m$ can learn about this secret by observing the release of $\tau_{h,0}$.

Countermeasure I (see Definition 10 on page 61) cannot eliminate this channel if $\tau_h$ is higher prioritized than $\tau_l$. The release of $\tau_h$ is not affected by this countermeasure.

3.6.1.2. Effective Release Times

In [Liu00, Chapter 4.5], Liu discusses two algorithms to calculate the effective release times of a thread. The basic algorithm\(^\text{13}\) sets the effective release time of a job $\tau_{i,j}$

1. to its release point, if $\tau_{i,j}$ has no predecessors; and otherwise,

2. to the maximum effective release times of $\tau_{i,j}$’s predecessors.

Worst-case response times are not considered in this basic algorithm. In the more accurate algorithm, the effective release time of a job $\tau_{i,j}$ with predecessors is set to the maximum of the effective release times of its predecessors plus the respective worst-case response times of these predecessors.

In both versions, the release points of jobs cannot be influenced by their predecessors. However, the basic algorithm requires an adjustment of total budgets to accommodate for the blocking of predecessors. Assume $\tau_h$ is a predecessor of $\tau_l$. Whenever $\tau_h$ blocks before having produced the desired result for $\tau_l$, $\tau_l$ blocks also because it cannot proceed without this result. This increases the time that $\tau_l$ blocks by the time that $\tau_h$ can block. Hence, $\tau_l$’s total budget must be increased by the worst-case blocking time of $\tau_h$.

3.6.2. Dynamic Thread Creation

In Section 3.3, I assumed that all threads are cleared to know the release points and hence the existence of higher or equally prioritized threads. However in practice, threads are often created dynamically and scheduled as aperiodic or sporadic threads.

As long as the creation of a thread is a legitimately observable event for lower or equally prioritized threads, we can reap benefit of ReThMo’s arbitrary but fixed release points and action

\(^{13}\)As mentioned in Liu [Liu00, Chapter 4.5], the basic algorithm may have to swap jobs in the schedule to ensure their correct execution order.
traces to create threads dynamically. To do so, a dynamically created thread is inserted right from the beginning into the set of threads $T$. The first release point of this thread is set to the point in time of its creation. For the more general case, when threads are also created in a secret context, there are two principle approaches to schedule threads with the proposed budget-enforcing fixed-priority scheduler without revealing their existence:

1. The first is to schedule newly created threads hierarchically on top of threads that already exist in the schedule (see Section 3.6.3 below).
2. The second is to split the budgets of such an existing thread.

Assume a lower prioritized thread $\tau_l$ is not authorized to receive information from a thread $\tau_h$. Then, if $\tau_h$ creates a thread $\tau_n$ such that $\tau_h$ and $\tau_n$ together consume at most the time that $\tau_h$ could have consumed alone, $\tau_l$ cannot distinguish whether $\tau_h$ did run or block or whether $\tau_n$ performed these actions.

A split of $\tau_h$’s total budgets fulfills the above condition if $\tau_n$ shares the priority and all release points and deadlines with $\tau_h$. Because $\tau_h$ may encode secrets in the portion of its total budget that it transfers to $\tau_n$, we have to require that $\text{dom}(\tau_h) \leq \text{dom}(\tau_n)$ holds for newly created threads. Also, thread creation must not allow the creator to elevate its secrecy level. Unless the creator can be trusted not to leak information in the transferred budget, we can therefore only allow the creation of equally classified threads (i.e., $\text{dom}(\tau_h) = \text{dom}(\tau_n)$ must hold).

3.6.3. Hierarchical Scheduling of Differently Classified Threads

Hierarchical CPU scheduling is an elegant way to support applications with diverse scheduling requirements in one system. The principle idea is to allow placeholder threads to act as schedulers. That is, whenever an underlying scheduler selects the placeholder, this placeholder decides which of its nested threads to run. The underlying scheduling policy and the nested scheduling policy of the placeholder can thereby differ.

In this work, I use placeholder threads merely as a vehicle to explain hierarchical schedulers. Implementations are free to implement the nested scheduling policy in a real thread that forwards its received time [FS96] or to merge the schedulers in one kernel implementation. Regehr et al. [RS01] use the latter approach for HLS. In the context of HLS, Regehr and Stankovic also discuss how the real-time guarantees of multimedia applications are preserved by hierarchical scheduling policies. Let us here focus our attention on the following two points:

- How does the proposed budget-enforcing fixed-priority scheduler preserve non-interference-properties of nested schedulers, and
- How does it avoid unauthorized information-flows between the threads it schedules and the nested threads that a placeholder thread schedules.

3.6.3.1. Avoiding Leakage due to Direct and Indirect Influence

Assume $T_{nested}$ is the set of threads that a placeholder thread $\tau_p$ schedules. Countermeasure $I$ of the budget-enforcing fixed-priority scheduler prevents higher prioritized threads $\tau_h$ from directly or indirectly influencing the placeholder thread if $\text{dom}(\tau_h) \ngeq \text{dom}(\tau_p)$. Therefore, if we set $\text{dom}(\tau_p)$ to be the greatest lower bound of the secrecy levels of the threads in $T_{nested}$ it holds that $\text{dom}(\tau_p) \leq \text{dom}(\tau_n)$ for all $\tau_n \in T_{nested}$. Only threads $\tau$ with $\text{dom}(\tau) \leq \text{dom}(\tau_p)$ affect when the threads in the set $T_{nested}$ are scheduled but these threads are already authorized to
send to all threads in this set because $dom(\tau) \leq dom(\tau_p) \wedge dom(\tau_p) \leq dom(\tau_n) \Rightarrow dom(\tau) \leq dom(\tau_n)$.

To avoid leakage from a nested thread $\tau_n$ to threads of the underlying scheduler, we have to treat the placeholder $\tau_p$ differently. The thread $\tau_n$ can directly influence lower prioritized threads of the budget-enforcing fixed-priority scheduler only if $p_{transitive}(\tau_p)$ evaluates to false. Otherwise, whenever all threads in $T_{nested}$ block or when they have stopped, the proposed scheduler switches to the budget consumer to avoid leakages from the nested threads that $\tau_p$ schedules. For the predicate $p_{transitive}(\tau_p)$ to evaluate to false, $dom(\tau_p) \leq dom(\tau_1)$ must hold for all threads $\tau_1$ that are lower prioritized than $\tau_p$. Setting $dom(\tau_p)$ to the least upper bound of the secrecy levels of threads in $T_{nested}$ authorizes direct and indirect influences only if all threads $\tau_n$ are cleared to send to these lower prioritized threads $\tau_1$. From the least upper bound we know that $dom(\tau_n) \leq dom(\tau_p)$. Hence, $dom(\tau_n) \leq dom(\tau_1)$ holds because of the transitivity of $\leq$ and $dom(\tau_p) \leq dom(\tau_1)$.

However, $dom(\tau_p)$ is the least upper bound and the greatest lower bound of the secrecy levels of the threads in $T_{nested}$ only if all these threads are equally classified. To support differently classified threads in $T_{nested}$, placeholder threads need two secrecy levels:

- $dom_{\tau_l}(\tau_p)$, to replace $dom(\tau_p)$ in $p_{transitive}(\tau_h)$ in order to determine whether Countermeasure I must be applied for a thread $\tau_h$ in the underlying schedule; and
- $dom_{\tau_u}(\tau_p)$, to replace $dom(\tau_p)$ in $p_{transitive}(\tau_h)$ in order to determine whether Countermeasure I must be applied for the placeholder thread $\tau_p$ itself.

To avoid leakage due to direct and indirect influences, $dom_{\tau_l}(\tau_p)$ is set to the greatest lower bound of the secrecy levels of the threads in $T_{nested}$; $dom_{\tau_u}(\tau_p)$ is set to the least upper bound of these secrecy levels.

### 3.6.3.2. Avoiding Leakage due to Non-Preemptive Execution

Countermeasure II avoids information leakage due to non-preemptive execution. The countermeasure predicate $p_{delay}(\tau_h)$ prevents a thread $\tau_l$ from delaying $\tau_h$’s resumption if $dom(\tau_l) \not\leq dom(\tau_h)$.

We must therefore use $dom_{\tau_u}(\tau_p)$ to determine whether Countermeasure II must be applied for threads $\tau_h$ in the underlying schedule. $dom_{\tau_l}(\tau_p)$ must be used to determine whether Countermeasure II must be applied for $\tau_p$ itself.

Because lower prioritized threads are cleared to know the release points, deadlines and total budgets of a placeholder thread, the placeholder hides the existence of dynamically created, aperiodic or sporadic threads as long as the budget-enforcing fixed-priority scheduler subjects the placeholder to both countermeasures.

### 3.6.4. Timeslice Donation

Hands-off scheduling [BALL90] is a technique to avoid potentially costly scheduling decisions in the performance critical IPC path. A synchronous IPC call operation (i.e., an atomic send and receive operation) blocks the caller once the callee has received the message. In situations where a higher prioritized thread calls a lower prioritized callee, the scheduler would have to check for intermediate prioritized threads. To avoid this check, hands-off scheduling allows the caller to donate the remainder of its current timeslice to the callee. Hence, the callee runs on the caller’s time and priority until the next scheduling-related event occurs.
Timeslice donation in L4-Fiasco [Ste04] extends hands-off scheduling by allowing callers to provide their time until the callee replies to their request. Wolter et al. [SWH05] distinguish two forms of timeslice donation:

- **upward donation**, and
- **downward donation**.

Upward donation accounts the time the donatee runs to the donator’s budget. The donatee runs on its own priority. Downward donation transfers both the time and the priority of the donator to the donatee. Hands-off scheduling is a form of downward donation, which lasts until the respective next scheduling event.

Because donatees can call other threads and because donation transfers also time when the callee is not yet ready, donators line up in a tree. The original owners of the time form the leaves of this tree, the thread that has received the donated time is located at the root of this tree. The lower part of Figure 3.14 on page 112 shows two such donation trees: e.g., in the left one \( \tau_4 \) and \( \tau_5 \) donate to \( \tau_{R,3} \). While \( \tau_{R,3} \) handles a request of \( \tau_5 \), it donates to \( \tau_{R,2} \) who is also receiving time from \( \tau_2 \). The requests from \( \tau_2 \) and from \( \tau_4 \) are currently blocked (indicated by the bar at the end of the donation arrow).

Wolter et al. [SWH05] suggest to use upward donation whenever the priority of the donatee is higher than the current priority of the donator. The current priority of the donator is the maximum of the priorities received through downward donation and of the donator’s own priority. Whenever the priority of the donatee is lower than the current priority of the donator, Wolter suggests to use downward donation. This way, both the stack-based ceiling resource access protocol and the priority inheritance protocol can be implemented (see Section 3.7 below).

### 3.6.4.1. Leakage due to Timeslice Donation

From an information-flow perspective, upward donation allows threads to leak information to so-called \( z \)-threads whereas downward donation is secure as long as the system runs the proposed budget-enforcing fixed-priority scheduler (extended with downward donation) and as long as downward donation is only between equally classified threads. \( Z \)-threads of a donator \( \tau_s \) and of a donatee \( \tau_r \) are those threads that run at an intermediate priority (i.e., for a \( z \)-thread \( \tau_z \) it holds that \( \text{prio}(\tau_s) \leq \text{prio}(\tau_z) \leq \text{prio}(\tau_r) \)).

**Upward Donation:** Upward donation executes the donatee \( \tau_r \) at its own priority. If \( \tau_z \) invokes an upward donating system call to donate its time to \( \tau_r \), preemptions by \( z \)-threads \( \tau_z \) are deferred until \( \tau_r \) replies to \( \tau_s \).

Applying Countermeasure I to \( \tau_r \) does not work either because then the scheduler would run \( \tau_r \) or a budget consumer as long as \( \tau_r \) is active. Unless \( \tau_s \) is such a budget consumer, it cannot send its request to \( \tau_r \). In the discussion about precedence constraints in Section 3.6.1.1, we have already seen that messages from \( \tau_s \) cannot release \( \tau_r \) without introducing the possibility for information leakage.

**Downward Donation:** \( Z \)-threads are not affected by downward donation. The donatee runs on the time and priority of the donator. Hence, if the donator \( \tau_s \) is not authorized to send to a \( z \)-thread \( \tau_z \), this \( z \)-thread cannot distinguish whether \( \tau_s \) did run or whether the lower prioritized donatee \( \tau_r \) consumed the time of \( \tau_s \). If \( \tau_z \) is not cleared to receive information from \( \tau_s \), the
countermeasure predicate $p_{\text{transitive}}(\tau_s)$ holds. The proposed budget-enforcing fixed-priority scheduler applies Countermeasure I to $\tau_s$ and consequently also to $\tau_r$ for as long as $\tau_r$ runs on the time of $\tau_s$. Notice that $\text{dom}(\tau_s) \not\leq \text{dom}(\tau_r)$ precludes $\text{dom}(\tau_r) \leq \text{dom}(\tau_s)$ because otherwise, we would be able to conclude from $\text{dom}(\tau_s) \leq \text{dom}(\tau_r)$ and from the transitivity of $\leq$ that $\text{dom}(\tau_s) \leq \text{dom}(\tau_r)$ holds.

Downward donation reveals information about both, the amount of time that a donator provides to the donatee and about the amount of donated time that the donatee consumes. This constitutes a bidirectional communication channel between the donator and the donatee. However, in synchronous reliable IPC such as L4-IPC, bidirectional information flows exist anyway: the message, the message meta data and the time when the sender invokes the IPC send operation are information flows from the sender to the receiver; the time when a receiver becomes ready to receive and error situations due to too small buffers, timeouts and other error situations are information flows in the reverse direction. Therefore, the additional information flows due to downward donation are harmless because for the communication partners $\tau_s$ and $\tau_r$ to use L4-IPC, $\text{dom}(\tau_s) \leq \text{dom}(\tau_r) \land \text{dom}(\tau_r) \leq \text{dom}(\tau_s)$ must hold anyway.

An immediate consequence of the above observations is that we have to reject upward donation as a time-slice donation mechanism. As we shall see in the next section, this rules out the stack-based priority-ceiling resource access protocol.

### 3.7. Resources

In practice, threads typically require other resources besides the CPU, which they use in a mutually exclusive manner. In this thesis, I shall focus on single-unit resources. An extension of the proposed solutions to multi-unit resource accesses is left for future work.

A single-unit resource is a resource that can be held by at most one thread at a time. All other threads block on held resources. In contrast to that, threads block on a multi-unit resource only if all the equivalent copies of such a resource are already held by other threads. Critical sections are examples of single-unit resources. A device with a limited number of channels, which offers the same functionality on all channels, is a multi-unit resource.

On uniprocessor systems, short resource accesses are typically synchronized by executing the resource access non-preemptively. In Section 3.3.5, we have seen how Countermeasure II avoids leakage due to non-preemptive execution. Because other threads will always find that the resource is free when they are able to preempt potential resource holders, non-preemptive execution also avoids leakage due to resource contention. However, for long resource accesses, non-preemptive execution is not applicable because it negatively affects the system’s response time to interrupts and other asynchronous events.

#### 3.7.1. Self Suspension

When threads hold resources for a long time, it can happen that a higher prioritized thread preempts a resource holder. In non-real-time systems, a common strategy to react to situations in which threads cannot proceed because of held resources is to self suspend the resource acquiring thread $\tau_h$ in order to allow the resource holder to complete its operation. Countermeasure I jeopardizes this strategy because lower prioritized threads other than the budget consumer cannot run while the scheduler applies this countermeasure. Hence, they cannot free
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Figure 3.12.: A thread $\tau_h$ suspends itself while its required resource $R$ is held by $\tau_l$. Whereas self suspension of $\tau_h$ works in an unconstrained system (left), Countermeasure I prevents $\tau_l$ from freeing $\tau_h$’s resource (right).

the resource $\tau_h$ requires. Figure 3.12 illustrates this point.

In real-time systems, the above strategy is insufficient because the time a thread has to suspend itself is in general not bounded. For example, assume two threads $\tau_l$ and $\tau_l'$ acquire a resource $R$ periodically that is also needed by a higher prioritized thread $\tau_h$. Then, it can happen that the resource bounces between $\tau_l$ and $\tau_l'$ without $\tau_h$ ever getting the chance to acquire $R$. Real-time resource access protocols solve this problem.

3.7.2. Priority-Inheritance Protocol

The priority-inheritance protocol [SRL90] implements the following priority-inheritance rule to avoid unbounded priority inversion due to held resources. Whenever a thread $\tau_l$ blocks a higher prioritized thread $\tau_h$ because it holds a resource $R$ that $\tau_h$ requires, $\tau_l$ inherits the time and priority of $\tau_h$ until $\tau_l$ releases $R$.

Sha et al. [SRL90] show that, in the absence of deadlocks, a thread has to donate at most $|R|$ time to acquire a single resource $R$. Here, $|R|$ is the worst-case access time of the resource $R$. The worst-case access time for acquiring $n$ resources $R_i$ in a nested fashion is $\sum_{i=1}^{n} |R_i|$. We shall return to these bounds in the discussion of information flows due to resource contention in Section 3.7.4.2. For now, let us only discuss the possible leakages of resource-acquiring threads to other threads that do not compete for resources. Because the inheritance rule of the priority-inheritance protocol resembles the priority and budget propagation of downward donation, resource accesses that are controlled by the priority-inheritance protocol cannot be used to leak information to these other threads. From an information-flow point of view, it is therefore safe to use the priority-inheritance protocol in a system with the proposed non-interference secure scheduler.

Unlike the priority-inheritance protocol, which has a bounded resource acquisition time only in the absence of deadlocks, the stack-based priority-ceiling protocol and the basic priority-ceiling protocol prevent deadlocks in the first place.
3.7.3. Stack-Based Priority Ceiling Protocol

The stack-based priority-ceiling protocol [Bak91] and the ceiling-priority protocol [Coh96] are two descriptions of the same protocol (see [Liu00, Chapter 8.6]). In the following, I shall use the formulation of the ceiling-priority protocol. The ceiling-priority protocol prevents deadlocks by running threads that hold a resource \( R \) at the ceiling priority \( \hat{R} \) of this resource. The ceiling priority \( \hat{R} \) is the maximum priority of all threads that require this resource.

Threads can be blocked at a resource \( R \) for at most the duration of one critical section \( |R| \). However, because once a thread \( \tau \) holds a resource it runs on the priority ceiling of this resource, \( \tau \) can prevent intermediary prioritized \( z \)-threads from running. Hence, the stack-based priority ceiling protocol suffers from the same covert channel as upward donation. In fact, if a thread (e.g., \( \tau_h \)) with \( \text{prio}(\tau_h) = \hat{R} \) is used to implement the resource, upward donation to \( \tau_h \) implements the stack-based priority ceiling protocol for this resource access.

3.7.4. Basic Priority Ceiling Protocol and Donation Ceiling

The basic priority-ceiling protocol [SRL90] prevents both deadlocks and covert channels to intermediary prioritized \( z \)-threads. It is defined by the following three rules (see also [Liu00, Chapter 8.5.1]):

1. **Scheduling Rule:** The current priority \( \pi_r(t) \) of a thread \( \tau \) at its release is \( \text{prio}(\tau) \). \( \tau \) is scheduled preemptively in a priority-driven manner according to \( \pi_r(t) \). Rule 3 affects this priority.

2. **Allocation Rule:** Whenever \( \tau \) requests a resource \( R \) that is held by another thread, it becomes blocked. Whenever \( \tau \) requests a free resource \( R \) at time \( t \) one of the following two situations may occur:
   a) If the priority \( \pi_r(t) \) is a higher priority than the current priority ceiling of the system \( \Pi(t) \), \( R \) is allocated to \( \tau \). The current priority ceiling of the system \( \Pi(t) \) is hereby the maximum of the ceiling priorities \( \hat{R} \) of the resources that are held at time \( t \).
   b) If \( \tau \)'s current priority \( \pi_r(t) \) is not higher than this ceiling \( \Pi(t) \) the resource \( R \) is allocated to \( \tau \) only if \( \tau \) is the thread that holds a resource with a priority ceiling equal to \( \Pi(t) \).

3. **Priority Inheritance Rule:** When \( \tau \) blocks on a resource that is currently held by another thread \( \tau' \), \( \tau' \) inherits the current priority \( \pi_r(t) \) from \( \tau \). This inheritance lasts until \( \tau' \) releases all resources with a priority ceiling equal to or grater than \( \pi_r(t) \). At this time, the current priority of \( \tau' \) drops to the value before it has acquired these resources.

Figure 3.13 illustrates the basic priority-ceiling protocol. It shows the scenario of Figure 8-10 in [Liu00, Chapter 8.5.1] extended by \( R_3 \). A thread \( \tau_5 \) requests \( R_2 \). Its current priority \( \pi_{\tau_5}(t) \) remains at \( \text{prio}(\tau_5) \) until the point in time \( t_0 \). At this time, \( \tau_4 \) blocks because its priority is lower than the system ceiling priority \( \Pi(t) = \hat{R}_2 = \text{prio}(\tau_2) \). Because \( \tau_4 \) cannot acquire \( R_1 \), \( \tau_5 \) inherits the priority of \( \tau_4 \) (i.e., \( \pi_{\tau_5}(t) = \text{prio}(\tau_4) \)). When released, the thread \( \tau_3 \) runs unconstrained until it is preempted by the higher prioritized threads \( \tau_2 \) and \( \tau_1 \). At \( t_1 \), \( \tau_2 \) blocks because \( \tau_5 \) holds \( R_2 \). \( \tau_3 \) inherits \( \tau_2 \)'s priority until \( \tau_3 \) frees \( R_2 \) at \( t_2 \). The thread \( \tau_1 \) acquires \( R_1 \) immediately because its priority is larger than the system priority \( \Pi(t) = \hat{R}_2 \). At \( t_2 \), \( \tau_5 \)'s current priority drops to \( \text{prio}(\tau_5) \) because it releases \( R_2 \). The threads \( \tau_2 \) and \( \tau_3 \) run to completion. At \( t_3 \), shortly after \( \tau_2 \) has released \( R_2 \), the system ceiling priority \( \Pi(t) \) has dropped to the ultimately
lowest priority level of the system. The thread \(\tau_3\) may therefore acquire \(R_3\) immediately. The thread \(\tau_4\) receives \(R_1\) for the same reason. At \(t_4\), the system ceiling priority \(\hat{\Pi}(t_4) = \hat{R}_1\), which is higher than the current priority of \(\tau_4\). Nevertheless, \(\tau_4\) receives \(R_2\) immediately because \(\tau_4\) holds \(R_1\) and because the ceiling priority \(\hat{R}_1\) of this resource is equal to the current ceiling priority \(\hat{\Pi}(t_4)\) of the system.

In the next section, we shall see that the basic priority-ceiling protocol is secure if threads are scheduled with the proposed budget-enforcing fixed-priority scheduler. To see this point, I will introduce donation ceiling — an alternative description of the basic priority-ceiling protocol that is solely based on downward donation and on ceiling threads as accumulation points. The equivalence of the two protocols validates the desired property that resource acquiring threads cannot leak information to other threads if resource accesses are controlled by the basic priority-ceiling protocol.

Like the stack-based priority ceiling protocol, the basic priority-ceiling protocol and hence also the donation-ceiling protocol blocks a thread at a resource \(\hat{R}\) for at most \(|\hat{R}|\).

### 3.7.4.1. Donation-Ceiling Protocol

There is a subtle difference between the ceiling-priority protocol and the basic priority-ceiling protocol. Whereas in the first, threads run immediately at the priority ceiling of a resource they acquire, the priority ceiling is used in the latter only to determine when a thread can acquire a resource. Resource holders keep their own priority until the point in time when they inherit the current priority of the threads they block. Let us for the time being assume that lack of resources is the only cause why resource holders can be blocked.

The donation-ceiling protocol works as follows. For each distinct ceiling priority, the donation-ceiling protocol instantiates a thread \(\tau_{C,k}\), which I shall call the ceiling thread. Except that ceiling threads run only on donated time and except that they implement a significant part of the
protocol, there is nothing special about these threads. Let \( C_k \) be such a ceiling priority (e.g., of two resources \( R_i \) and \( R_j \): \( C_k = \hat{R}_i = \hat{R}_j \)). I say \( C_k \) is the ceiling priority of the ceiling thread \( \tau_{C,k} \) if the protocol has instantiated this thread for this priority.

To request a resource \( R_i \), a thread \( \tau \) invokes the ceiling thread \( \tau_{C,k} \) whose ceiling priority \( C_k \) is the smallest priority that is still higher or equal to \( \text{prio}(\tau) \). All invocations in the donation-ceiling protocol are downward-donating calls. When a ceiling thread \( \tau_{C,k} \) gets invoked, it executes the following protocol:

1. If the ceiling priority \( \hat{R}_i \) of the requested resource \( R_i \) is higher than the ceiling priority \( C_k \) of the ceiling thread \( \tau_{C,k} \), then \( \tau_{C,k} \) forwards the request with a downward-donating call to the ceiling thread \( \tau_{C,l} \) whose ceiling priority is the lowest priority that is higher than \( C_k \).

2. If the ceiling priority \( \hat{R}_i \) of the requested resource \( R_i \) is lower or equal to the ceiling priority \( C_k \) of \( \tau_{C,k} \), then \( \tau_{C,k} \) executes the resource access \( R_i \) on behalf of the requesting thread \( \tau \).

If during this access \( \tau \) requires a further resource, the ceiling thread \( \tau_{C,k} \) treats the nested resource request like a new invocation. That is, if the ceiling priority \( \hat{R}_j \) of the requested resource \( R_j \) is higher than the ceiling priority \( C_k \), \( \tau_{C,k} \) will forward the request to the ceiling thread \( \tau_{C,l} \) with the next highest ceiling priority. If \( \hat{R}_j \) is the same or a lower priority than the ceiling priority \( C_k \), \( \tau_{C,k} \) executes the request itself.

Once \( \tau_{C,k} \) releases all resources, which it has accessed on behalf of \( \tau \), \( \tau_{C,k} \) replies to the call. At this time, \( \tau_{C,k} \) no longer receives the time and priority from \( \tau \). After replying \( \tau_{C,k} \) is ready to receive further requests.

Notice that it can never happen that a thread \( \tau_i \) requests a resource from a ceiling thread \( \tau_{C,k} \) that has a ceiling priority lower than \( \text{prio}(\tau_i) \).

Moreover, if \( \tau_{C,l} \) processes a resource request on behalf of \( \tau_i \) it cannot happen that another thread \( \tau_j \) obtains a resource \( R_k \) with a lower ceiling priority: If \( \tau_i \) is higher prioritized than \( \tau_j \), \( \tau_j \) cannot request \( R_k \) because \( \tau_{C,l} \) does not block except on higher prioritized ceiling threads. If \( \tau_i \) is lower prioritized, it has invoked all ceiling threads \( \tau_{C,k} \) with a lower ceiling priority than \( C_l \) and a higher or the same ceiling priority than \( \text{prio}(\tau_i) \). Therefore, \( \tau_j \) will block when it invokes its associated ceiling thread.

The upper part of Figure 3.14 shows the same scenario as Figure 3.13. Downward donation to the resource holder is indicated by dashed arrows. The lower part of Figure 3.14 shows the donation trees for two of the four shown points in time: \( t_2 \) (left) and \( t_3 \) (right). The scenario involves 3 ceiling threads \( \tau_{C,1} \), \( \tau_{C,2} \), and \( \tau_{C,3} \) for the ceiling priorities \( \hat{R}_1 \), \( \hat{R}_2 \), and \( \hat{R}_3 \), respectively.

Before \( t_0 \), no thread holds resources. All ceiling threads \( \tau_{C,i} \) are therefore ready to receive resource requests. If at \( t_0 \), \( \tau_5 \) requests \( R_2 \), \( \tau_5 \) issues a donating call to \( \tau_{C,3} \) because \( C_3 \) is the smallest ceiling priority that is still higher than \( \text{prio}(\tau_5) \). When invoked, \( \tau_{C,3} \) sees that \( \hat{R}_2 \) is a higher priority than \( C_3 \), which means it has to forward the request to \( \tau_{C,2} \). Because both, \( \tau_{C,3} \) and \( \tau_{C,2} \), run only on donated time and priority, the current priority of \( \tau_{C,2} \) is \( \text{prio}(\tau_5) \). The ceiling thread \( \tau_{C,2} \) sees that the ceiling priority \( \hat{R}_2 \) of the requested resource \( R_2 \) is equal to its ceiling priority \( C_2 \) and executes the resource access on behalf of \( \tau_5 \).

When at \( t_1 \), \( \tau_4 \) requests \( R_2 \), it finds \( \tau_{C,3} \) waiting for the reply to the forwarded request. \( \tau_4 \)'s donating call blocks on \( \tau_{C,3} \) but the time of \( \tau_4 \) is downward donated to \( \tau_{C,2} \). This raises \( \tau_{C,2} \)'s current priority to \( \text{prio}(\tau_4) \).
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Figure 3.14.: Donation Ceiling — an alternative description of the basic priority-ceiling protocol with downward donation and ceiling threads. Dashed arrows indicate downward donations. More precisely, a dashed arrow to a shaded box indicates a downward donation of the respective thread to the ceiling thread, which handles this resource request.

At $t_2$, after $\tau_2$ has also blocked on $\tau_{C,2}$, the current priority of $\tau_{C,2}$ is raised to $\text{prio}(\tau_2)$. $\tau_1$ runs at a higher priority until it requests the resource $R_1$. At this time, the ceiling thread $\tau_{C,1}$ is still waiting for resource requests, which results in $\tau_{C,1}$ executing $\tau_1$’s request immediately and at the priority $\text{prio}(\tau_1)$. No lower prioritized thread runs. The lower left part of Figure 3.14 shows the donation tree at this point in time $t_2$. Three threads donate their time and priority to the ceiling thread $\tau_{C,2}$: $\tau_2$, $\tau_4$, and $\tau_5$. $\tau_1$ donates to $\tau_{C,1}$. Because $\tau_{C,2}$ processes the request of $\tau_5$, both $\tau_2$ and $\tau_4$ block on $\tau_{C,2}$. Nevertheless, they donate their time and priority to this ceiling thread.

At $t_3$, $\tau_{C,1}$ holds $R_1$ on behalf of $\tau_4$. $\tau_{C,1}$ immediately continues with $R_2$ because the ceiling priority $\hat{R}_2$ is lower than $C_1$. The lower right part of Figure 3.14 shows the donation tree at this point in time. Because $\tau_{C,3}$ and $\tau_{C,2}$ have forwarded $\tau_4$’s resource request to $\tau_{C,1}$, no other thread can request a resource although $\tau_{C,1}$ runs only at $\tau_4$’s priority.
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3.7. RESOURCES

**Equivalence of Donation Ceiling and Basic Priority-Ceiling** To see the equivalence of the donation-ceiling protocol and of the basic priority-ceiling protocol, let us check the rules that define the latter protocol:

1. **Scheduling Rule:** The basic priority-ceiling protocol runs a thread \( \tau \) on its priority until a higher prioritized thread \( \tau_h \) blocks on a resource held by this thread. At this time \( t \), \( \tau \) inherits the current priority \( \pi_{\tau_h}(t) \) of \( \tau_h \). Donation ceiling parallels this behavior by executing the resource access in a ceiling thread \( \tau_{C,k} \), which receives the time and priority of all threads that request a resource \( R_i \) with a ceiling priority \( \hat{R}_i \) lower or equal to \( C_k \).

2. **Allocation Rule:**
   a) A resource \( R_i \) is allocated to \( \tau \) if \( \tau \)'s current priority \( \pi_{\tau}(t) \) is higher than the system ceiling priority \( \hat{\Pi}(t) \). Donation ceiling characterizes the system ceiling priority only indirectly: of all ceiling threads let \( \tau_{C,j} \) be the ceiling thread with the highest ceiling priority that is executing a resource access at time \( t \). Then, the system ceiling priority is \( \hat{\Pi}(t) = C_j \). Ceiling threads with a higher ceiling priority are waiting for further requests. If \( \pi_{\tau}(t) \) is higher than \( \hat{\Pi}(t) \), \( \tau \) receives \( R_i \) because its associated ceiling thread and all ceiling threads with a higher ceiling priority are awaiting \( \tau \)'s request. Blocking resource holders will violate this property (see below).

   b) Because ceiling threads execute resource accesses on behalf of the requesting threads, requests for nested resources are only accepted for the current resource holder at the respective ceiling priority. Moreover, because threads have to pass all ceiling threads with an intermediate ceiling priority to obtain a resource \( R_i \), \( \tau \) receives a resource in situations where \( \pi_{\tau}(t) \) is not higher than \( \hat{\Pi}(t) \) only if \( \tau \) is the thread that holds a resource with priority ceiling equal to \( \hat{\Pi}(t) \).

3. **Priority Inheritance Rule:** Because threads that block on a resource \( R_i \) donate in a downward-donating call their time and priority directly or indirectly to the ceiling thread responsible for \( R_i \), donation ceiling executes resource accesses always at the highest priority of all donating threads.

Because donation ceiling parallels all rules of the basic priority-ceiling protocol precisely, both protocols are equivalent.

**Implementation** The above description of donation ceiling suggests a particular implementation of this protocol. Notice however that implementations are free to deviate from the protocol description as long as the behavior is preserved. For example, instead of executing resource accesses themselves, ceiling threads can return to the requesting thread in such a way that it accepts further requests only from this requesting thread. The ceiling thread can proceed with other requests only after the resource holder indicates the release of all resources for which this ceiling thread is responsible. In the current implementations of time-slice donation on L4-family kernels, the resource accessing thread must be different from the resource requesting thread.

---

14The presented equivalence proof origins from joint work with Dr. Claude-Joachim Hamann.
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Blocking Resource Holders  So far, we assumed that blocking on a resource is the only situation in which a resource holder blocks. To allow for other blocking situations, donation ceiling must be adjusted.

If a resource holder blocks, it can happen that a lower prioritized thread requests a resource from a ceiling thread while a ceiling thread for a higher ceiling priority is blocked. The protocol no longer avoids deadlocks.

To avoid these situations, I propose to modify donation ceiling such that ceiling threads publish when they start executing a resource access. This way, a ceiling thread can check whether all ceiling threads for a higher ceiling priority are waiting for new requests. Otherwise, it delays the request until all ceiling threads with higher ceiling priority enter this state.

3.7.4.2. Avoiding Leakage due to Resource Contention

Resource contention occurs whenever a thread attempts to acquire a resource that is held by another thread. By varying the time a resource holder occupies a resource, it can leak information to other potential resource holders.

If write authority to a resource implies read authority, it is arguable whether locking the resource for a write constitutes a covert channel at all. For read-only resource accesses, other synchronization primitives such as Reed’s sequencers and event counts [RK79] can be used. Instead of blocking writers from accessing a resource, event counts allow readers to detect whether such a write has occurred concurrently to their read. In this case, they repeat the read operation until no such concurrent write has happened.

In the envisaged microkernel-based system, there are several situations where the threads of multi-level servers have to access and modify a shared resource without revealing this access to their clients. Accesses to client-spanning data structures are a prominent example of such a scenario.

The key insight that leads to a synchronization mechanism that avoids also leakage due to resource contention is that the above real-time resource-access protocols guarantee the acquisition of a resource latest after a donation of $|R|$. Hence, because the resource access itself takes at most $|R|$, a timing-leak transformation, which delays the further execution of a thread to a time $2|R|$ after the resource request, avoids leakage of this contention channel. To also prevent internal timing channels while holding $R$, threads must only access the resource or thread-local private memory while they hold $R$. This is to avoid leaking the thread-local time when the thread received $R$ in between requesting the resource at $t_r$ and the thread-local time $t_r + 2|R|$.
3.8. Summary

In this chapter, I have presented a budget-enforcing fixed-priority scheduler that provably avoids leakage over external timing channels even if threads have access to precise clocks. The two countermeasures that avoid this leakage are:

**Countermeasure I:** to treat possibly leaking threads as if they were ready in order to avoid leakage due to direct and indirect influence; and

**Countermeasure II:** to defer when higher prioritized threads resume their execution to avoid leakage due to non-preemptively executing lower-prioritized threads.

The resulting scheduler was formally proven non-interference secure and the proof was machine-checked with the help of the theorem prover PVS. In a first version of the scheduler, I have overlooked two corner case situations in which non-preemptively executing threads can also leak to lower prioritized threads (see Section 3.3.5.1 on page 71). The proof of the first version revealed this flaw. Based on the experience with this flaw, I expect that further adjustments of the proof to other variants of the scheduler, and in particular to the extensions proposed in Section 3.6, are straightforward. To adjust the proof for a version with timeslice donation, it is important to realize that downward donation can be seen as scheduling time quanta \(^{15}\) instead of threads. The actual thread that runs on a scheduled time quanta is the thread at the root of the donation tree of this quanta, which unless trusted threads are involved must be classified at the same secrecy level as the owner of the time quanta.

The characterization of delays due to **Countermeasure I** as a blocking term allows for the reuse of a large class of existing admission tests. We have seen that the proposed scheduler preserves many real-time guarantees and that it outperforms time-partitioning schedulers — the state of the art for temporally isolated real-time systems.

The discussion of practical matters and in particular of non-interference-secure real-time resource access protocols concludes this chapter. These protocols allow multi-level servers and the microkernel to safely access shared resources without leaking secret information in internal or external timing channels that resource accesses typically imply.

In the following chapter, I introduce a static information-flow analysis for the low-level operating-system code of open microkernel-based systems. This analysis complements the proposed scheduler by establishing the absence of security policy violating information-flows in the necessarily trusted multi-level servers and in the microkernel itself.

\(^{15}\)Wolter et al. [SWH05] call these objects “scheduling contexts”.
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This chapter presents the second central contribution of this thesis: a sound control-flow-sensitive security type system for the low-level operating-system code of microkernel-based systems.

It is organized as follows: in the next section, I discuss the challenges of statically checking confidential-data protection in low-level operating-system code. Of these, side effects from interactions with the underlying hardware are a major obstacle. In Section 4.3, I demonstrate with the help of a simple size-aligned read why contemporary approaches to address these hardware side effects cannot scale to non-trivial amounts of operating-system code. The approach I present in this thesis consists of two steps:

- First, the to-be-checked operating-system code is translated into the non-deterministic intermediate language Toy.
- Then, the sound security type system for Toy is used to check the resulting Toy program and the hardware side effects for the absence of illegal information flows. The latter appear as interleaved executing Toy subprograms.

Section 4.5 presents the syntax and semantics of the intermediate language Toy. Anticipating that security type systems abstract from concrete values anyway, I have designed Toy to clearly separate input non-determinism from control-flow non-determinism. As a result, we only have to deal with the latter. In security-type-system-based analyses, input non-determinism comes for free.

Typically, control-flow non-determinism is addressed by standard typing rules for non-deterministic composition (see e.g., [Sab01b, pg. 45]). However, the specific nature of low-level operating-system code gives also rise to a rather unusual alternative: because only relatively small amounts of code have to be checked at a time and because this code is typically known to terminate quickly, it contains only a relatively few non-deterministic choices. Therefore, it is also feasible — though much more costly — to repeat the analysis for all possible ways in which the non-determinism in the checked program can be resolved. As we shall see in Section 4.7.1, checking all proposed alternatives leads to a much higher precision. My proposal is therefore to selectively trade precision against performance by checking all alternatives of selected non-deterministic choices and by applying the standard typing rules for non-deterministic composition to the remaining choices. In Section 4.7, I introduce the security type system for the deterministic core of Toy. Section 4.7.1 elaborates on typing control-flow non-determinism.

To cope with shared-memory programs, I introduce in Section 4.6 the notion of learned secrets.
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In Section 4.7.3, I present the soundness proof of the security type system for Toy. The semantics of Toy and the typing rules of the security type system have been formalized in the theorem prover PVS. The soundness proof of the analysis with regards to the proposed semantics has been machine checked with this theorem prover. Section 4.8 briefly summarizes this chapter.

The formal semantics of Toy is in part based on the kernel-code semantics of the Nova verification workpackage [TWV+08] in the European Project Robin [(Co06]). The development of this semantics was joint work with Hendrik Tews and Tjark Weber.

4.1. A Running Example

For the further discussion, let me introduce the following x86-based implementation of an artificial system call as a running example.

```c
int 42_handler:
   pusha    // push all registers to stack
   call sys_add
   popa     // pop all registers from stack
   iret     // return from interrupt

void sys_add() {
   Syscall_Regs *regs = reinterpret_cast<Syscall_Regs *>(stack_top() - sizeof(Entry_FRAME));
   regs->eax = regs->ebx + regs->ecx;
   sys_add_counter--;
   if (sys_add_counter == 0) trigger_overflow();
   asm volatile("\": "memory");
}
```

Assuming that the kernel has properly setup the underlying hardware, the system call adds the two values in the general-purpose registers ebx and ecx and returns the result in eax. More precisely, when an application invokes this system call with the int 42 instruction, the processor switches to kernel mode, pushes an entry frame on the kernel stack and invokes int 42_handler. As part of the entry frame, the processor pushes the user-level code segment descriptor. We shall return to this fact later in this chapter. After pushing all general-purpose registers with pusha, int 42_handler transitions control to the C++ function sys_add. The function sys_add adds the values of the pushed registers, updates the performance counter sys_add_counter, which keeps track of the number of invocations, and triggers an overflow exception if the preset value of this counter overflows. The compiler memory barrier asm volatile ("\": "memory"); ensures that the memory representation of all variables are up to date. At the time when sys_add returns, int 42_handler continues by popping the general-purpose registers from the kernel stack and by returning to user level with the iret instruction. For the following discussion, the precise layout of the two classes Entry_FRAME and Syscall_Regs and the details of the involved instructions are to a large degree irrelevant. Notice however that a stack parameter defines the code segment to which iret returns. An incorrect setting of this parameter could result in the execution of user-level code in kernel mode.
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4.2. Peculiarities of Low-Level Operating-System Code

Static information-flow analyses for low-level operating-system code have to address the following five challenges.

1. Low-level operating-system servers typically do not run in isolation. Instead, they interact with the underlying kernel, with their clients, and with other servers. Sometimes, this interaction happens in very peculiar ways. To prove the absence of information leakage, an information-flow analysis has to check all these interactions for possibilities to reveal confidential information;

2. Device drivers and large parts of the kernel interact with the underlying hardware platform. This interaction typically causes side effects through which the checked program may leak information. A sound information-flow analysis must therefore check also these side effects;

3. Operating-system programmers often use the low-level language features of C++, C, and Assembler in peculiar ways. Sometimes, they even rely on the specific behavior of a single compiler. A sound information-flow analysis and, in particular, the language semantics against which this analysis is proven sound has to consider these peculiar applications of low-level language features;

4. At the time of the analysis, the information-flow policy, to which the checked low-level operating-system code should adhere, is typically only partially known. Practical information-flow analyses must be able to deal with this imprecision;

5. The behavior of a system call or of a server functionality, and hence the information flows that may occur, typically depend on the parameters and on the access rights with which a client invokes these operations. However, one the one side, these parameters are typically not known at the time of the analysis. On the other side, summarizing results for all possible choices of these parameters are typically not interesting because they overestimate the possible information flows. Imprecise parameters are therefore a second source of imprecision, a practical information-flow analysis has to deal with.

In the following sections, I investigate these challenges in greater detail.

4.2.1. Interactions with the Underlying Kernel and with other Programs

Contemporary security type systems \(^1\) typically share the following two assumptions:

1. Interactions of the checked program with other programs are limited to the start respectively to the termination of the checked program; and

2. The code of all interacting threads is known and subjected to the same information-flow analysis.

\(^1\) O Neill et al. [OCS06] and Martini et al. [FM06] are exceptions.
Although the kernel and the majority of the multi-level servers never terminate while the system is running, their abstract interface specifications suggest a similar behavior for the individual invocations of these programs: Both, the kernel and the worker threads of multi-level servers are invoked by clients through a respective system call or IPC message. The parameters of both, system calls and IPC are typically passed in processor registers or in a thread-local storage area called UTCB [DLSU04]. And, the reply typically terminates the invocation and returns the result in the processor or UTCB registers. However, implementations often violate these assumptions:

- Parameters can also be passed in previously-established shared-memory regions;
- Although the kernel specification defines the UTCB to be a thread-local data structure, implementations typically map kernel-backed memory to the address space of the corresponding thread, which means other threads in this address space can also read and write this data structure. In multiprocessor systems, they may even modify the UTCB while the kernel executes non-preemptively; and
- The code of invoking clients is typically not known when a server gets analyzed.

### 4.2.1.1. Client-Server Interactions in L4-Based Systems

In L4-based systems, there are further, more subtle ways through which threads may interact. For instance, servers, which manage the memory of a thread, may interact with the pager of this thread by revoking this thread’s memory read or write access rights. Kernel-memory managers may reclaim kernel memory to interact with the former users of objects that this reclamation destroys. And, given a thread capability, a thread can invoke the `exchange_registers` system call to trigger an exception or to cancel ongoing IPC. Through `exchange_registers`, the invoker can interact with the exception handler of the targeted thread and with the communication partners of these threads.

As these examples show, two threads may interact with each other if the capabilities held by these threads authorize system calls that read respectively modify the same kernel (or server) objects. These objects can thereby be objects to which the capabilities refer directly, or, they can be objects that are related to such a referred object. For example, for IPC gate capabilities, the related object is the thread receiving from this gate. The kernel modifies this thread as a result of delivering messages, which are send through the IPC gate. In the running example of Section 4.1, the counter `sys_add_counter` is a related object.

Whether a thread can interact with another thread depends on the system calls it is authorized to execute and on the information flows that these system calls allow. The identification of the latter is the purpose of an information-flow analysis of the microkernel. Once the information-flow policy is stated, the analysis can prove that the exercised information flows are in compliance with the security policy.

### 4.2.1.2. Uniform Handling of Memory Accesses and Interrupts as System Calls

To uniformly handle all interactions with the microkernel, I regard also virtual-memory accesses, interrupts and hardware exceptions as system calls. Although, admittedly, large parts of these system calls proceed without executing any kernel code.

A read or write access to some virtual address involves several access checks and a translation of this virtual address into a physical address. The necessary information for this translation is
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located in the processor page tables, which the kernel sets up and which the memory management unit (MMU) of the processor evaluates. If the required data is cached in the translation-lookaside buffer (TLB) or if the page-table entries convey sufficient access rights, the MMU and the load store units of the processor perform virtual-memory accesses entirely in hardware. The kernel is only involved if the page-table entries convey insufficient rights or if no valid translation is present. In this case, the MMU triggers a page-fault exception to invoke the in-kernel page-fault handler.

Actually, the MMU performs a full-fledged capability lookup when it checks the access rights in the page-table entries. The pairs \((pa, R)\) of leaf-level page-table entries are capabilities, which refer to the memory pages at physical addresses \(pa\) and which convey \(R\) access rights.

There are two important points to notice:

1. In operating-system kernels, and in particular in an L4-based system, all user-accessible memory is effectively shared, at least with the microkernel; and hence,

2. Private memory (i.e., memory that cannot be read by other programs and that returns the stored content) is a guarantee of the kernel and of those servers that manage the memory of a thread.

The first point holds because the kernel can manipulate page tables. Hence, it can insert a mapping to any physical memory that is available in the system.

Although all memory is effectively shared, I will assume in the analysis that certain memory regions of the checked operating-system code are private and that the memory-allocation policy of the involved memory servers is free of covert channels [PN92]. The important property that reassigned memory is free of previously stored secrets can easily be established with the proposed information-flow analysis: when analyzing the kernel respectively the memory servers of our envisaged microkernel-based system, we merely have to require that all secrecy levels of the returned memory are dominated by the secrecy level of the memory requesting client.

Obviously, an all-embracing proof about the absence of illegal information flows demands also for separately-established proofs of the remaining assumptions.

4.2.2. Interactions with the Underlying Hardware

Device-register accesses, direct memory accesses (DMA), writes to special-purpose registers, modifications of hardware-traversed data structures, and the execution of privileged-mode instructions cause a variety of effects that one would not expect from executing “normal” instructions and memory accesses. Following Tews et al. [TVW09], I call these effects hardware side effects.

Although second-generation microkernels implement device drivers outside the kernel, drivers for interrupt controllers, timers and IO protection units have to reside inside the microkernel. As a consequence, side effects due to device-register accesses and due to DMA are also triggered by the microkernel. For example on ARM processors [Lid], DMA is used to copy data from main memory into on-chip scratch-pad memory and back.
The following is a classification of hardware side effects by the type of behavior they cause. There are:

- side effects, which cause undefined processor behavior,
- critical side effects, and
- benign side effects.

Clearly, because undefined behavior may result in arbitrary leakages, programs that trigger side effects with such a behavior rule out any static information-flow analysis. Programs, which cause these side effects, must be rejected as potentially being insecure.

Side effects, which trigger a processor behavior that is sufficiently well defined in the processor manuals, fall into the last two classes. The determining criteria is thereby whether such a side effect rules out a further information-flow analysis. If so, the side effect is classified as a critical side effect and the side-effect triggering program must be rejected. Benign side effects may give rise to potentially harmful information flows. I call a side effect benign if a suitable static information-flow analysis can check whether these information flows violate the system’s security policy.

4.2.2.1. Side Effects causing Undefined Processor Behavior

In modern processor architectures, not all instruction combinations cause a behavior that is defined in the processor manuals. For example, the Intel 64 and IA32 Architectures Software Developer’s Manual specifies certain bits in the processor control registers [Cor09, § 2.5 Vol. 3a] as reserved [Cor09, § 1.3.2 Vol. 3a]. Setting these bits to a different value may cause the processor to enter an unpredictable state.

Likewise, accesses to memory-mapped device registers can cause undefined behavior. For example, accessing the 32-bit registers of the local advanced programmable interrupt controller (APIC) of an IA32 processor with loads or stores that are not 128-bit aligned or accessing these registers with floating-point instructions can cause undefined behavior. As stated in [Cor09, § 9.4.1 Vol. 3a]: “This undefined behavior could include hangs, incorrect results or unexpected exceptions, including machine checks, and may vary between implementations.”

Because we do not know which information a processor leaks if it behaves in an undefined way, we have to assume pessimistically that any information is leaked. Hence, programs that cause such an undefined processor behavior have to be rejected as potentially being insecure.

4.2.2.2. Critical Side Effects

The behavior of critical side effects is well defined. However, their occurrence impedes a static information-flow analysis of programs that cause these effects.

Examples of side effects with critical state changes include page-table changes that authorize user-level programs to modify kernel code or the stack on which this code executes. A setting of bit 1 and 2 in the corresponding page-table entries to user respectively to writable [Cor09, § 3.7ff Vol. 3a] enables this side effect. Control flows to user code while in kernel mode and the disabling of paging followed by a return to user code are further side effects with critical state changes. The latter is triggered by resetting bit 31 in the IA32-CR0 register [Cor09, § 2.5 Vol. 3a] or by executing the iret instruction on a stack frame, which refers to a kernel-code segment.
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Once arbitrary user code can be injected into the kernel, adversaries can access any information the system stores. Consequently, programs that cause critical side effects must be rejected as potentially being insecure.

Our running example in Section 4.1 modifies the variable \texttt{regs \rightarrow eax} on the kernel stack. This stack contains also the code-segment descriptor of the invoking user-level thread. Therefore, a precondition for accepting the example as secure is that the memory locations of the entry frame and of the variable \texttt{regs \rightarrow eax} are disjoint.

To verify the absence of critical side effects it is often helpful to observe that programs typically modify special-purpose registers and hardware-traversed data structures only during their respective initialization phase. Assuming a correct setup, we can therefore verify the absence of critical side effects by showing that no writes happen to these critical locations.

One way to perform such an analysis is to mark the corresponding fields as unmodifiable and to reject programs that write to unmodifiable fields. For our running example, the entry frame, all page tables and other hardware-traversed data structures have to be marked as unmodifiable.

When registers and hardware-traversed data structures are modified also after the initialization phase, we have to rely on separately-established correctness results. An elaborate discussion how these properties can be established with the help of static analyses is out of the scope of this thesis.

### 4.2.2.3. Side Effects that cause Benign State Changes

If the processor manuals describe a hardware side effect sufficiently well to allow for an information-flow analysis of this side effect, I regard it as a benign side effect.

On IA32 processors, executing a read on a virtual address \( v \) causes such a benign side effect. If this read access was the first access to the page containing \( v \), the processor will set the accessed bits [Cor09, § 3.7.6 Vol. 3a] in those page-table entries that are involved in the translation of \( v \) to the physical address \( p \). If we assume that \( p \) is located in RAM, the read access of \( v \) does not modify the value at \( p \). However, the fact of reading can be leaked to other programs if these other programs are able to read the accessed bits from the used page-table entries. In the two L4-family microkernels L4-Pistachio [DLSU04] and Fiasco [Hoh02], the system call \texttt{L4-unmap} returns the accumulated accessed and dirty bits of all direct and indirect recipients of an unmapped memory page. In these systems, the setting of accessed bits constitutes an implicit information flow. The flow is implicit because only the access but not the accessed data is revealed. An immediate consequence of this information flow is that multi-level servers must not access client-provided memory in a secret context, that is, in a context with a secrecy level \( l_{ip} \) to which the respective clients \( \tau \) are not cleared \( l_{ip} \not\prec dom(\tau) \). We shall return to this example in greater detail in Section 4.3 and in the case study in Section 5.1. The IA32 processor manuals describe the processor behavior on virtual memory accesses sufficiently well to allow for a formalization of the above hardware side effects and for an analysis of the information flows it involves.

Further examples of benign hardware side effects include legitimate modifications of memory-mapped device registers, the modification of the kernel stack in situations where interrupts or exceptions cause a kernel entry, and DMA transfers to memory regions that the DMA initiating driver can legitimately access \(^2\).

\(^2\)To enforce that DMA accesses only authorized memory regions, we must either verify this result for the part
There are three principle approaches to cope with benign hardware-side effects:

- the benign side effect and its contained information flows can be formalized and subjected to the same information-flow analysis as the side-effect triggering code;
- the program, which triggers such a benign side effect, can be rejected as potentially being insecure; or
- to checked program (respectively the kernel) can be modified to not reveal the information a benign side effect propagates.

This work advocates the first approach by formalizing hardware side effects as interleaved-executing Toy programs, which are checked together with the translated C++ operating-system code. However, sometimes it is also feasible to follow the last two approaches. For instance, IA32 processors support a wide range of hardware features that modern microkernels don’t use. Examples include hardware task switches [Cor09, § 7.3 Vol. 3a] and real-mode kernel code [Cor09, § 17.1 Vol. 3a]. A sound analysis, which shows that the kernel does not invoke these features, relieves us from formalizing this rather complex behavior. For accessed bit propagation, the two alternatives translate into:

1. rejecting programs that set accessed bits, and
2. modifying the kernel to not return these bits.

However, both alternatives have severe drawbacks:

1. All virtual memory accesses set accessed bits, which means we would have to reject any program that accesses memory in a secret context; and
2. Without accessed-bit information, page-replacement algorithms would have to emulate these bits. However, this emulation comes at a significant performance degradation [Dra91].

To deal with programs that initiate DMA requests, I propose to treat DMA-accessible memory as “normal” shared memory. There are however three important points to notice:

1. DMA memory remains accessible even if no driver thread runs;
2. DMA does not adhere to locking schemes unless the driver holds a respective lock until the DMA transfer completes; and
3. DMA can access memory even if this memory is not accessible in the address space of the driver.

4.2.3. Low-Level Language Features in Operating-System Code

C++ [PC09] combines the high-level features of object-oriented imperative programming languages such as operator overloading, templates, inheritance, polymorphism, and exceptions with low-level data-layout and placement controls. Because the last two are inherent for operating systems [Sha06], it is quite natural that modern operating systems are typically implemented in a combination of C++, C and Assembler.

of the driver that initiates the DMA transfer [Meh05] or we have to prove the kernel to properly configure the available hardware DMA-protection units [Kru02, Int06, AJM’06].
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In the development of a sound static information-flow analysis, the low-level language features of C++, and in particular, the peculiar ways in which operating-system developers use these features, pose a challenge. The focus of this work is therefore on the low-level language features of C and C++ that appear in the low-level operating-system code of microkernel-based systems. For high-level language features, I refer the interested reader to published works about information-flow analyses of high-level language such as Java [ML98, Str03], Caml [PS03], and Haskell [LZ06].

The challenges for an information-flow analysis of low-level C++ code origin

- from the unsafe typing discipline of C++,
- from pointers and aliases,
- from non-volatile memory accesses, and
- from the non-deterministic evaluation of C++ expressions.

In the following, I shall discuss these challenges in greater detail.

4.2.3.1. Unsafe Typing Discipline

Standard semantics of programming languages (see e.g., Winskel [Win93]) are typically based on typed memory models. In such a model, variables are formalized as abstract locations, which map to the stored values. Valid pointers and references can only refer to these locations. Hence, there is no reason for a location to change its type.

C++ programs [PC09, § 1.7] and likewise C programs run on memory that is comprised of sequences of contiguous bytes. The same memory address can be accessed through different paths and possibly also with different types. Hence, the typing discipline for data types in C++ is unsafe. Consider for example the integer

\[
\text{int } i \text{ in struct } S \{ \text{ int } i; \text{ bool } x; \} \text{ s;}
\]

This integer can be accessed through both, an integer pointer

\[
\text{int } \ast \pi = \&s.i;
\]

or implicitly through the object \( s \). In addition, the storage underlying \( s \) can be accessed byte wise to copy the value of \( s \) into another object of type \( S \) or to copy \( s \) into a character array that is large enough to hold \( s \) [PC09, § 3.9 pt 2,3].

In addition to these standard conform accesses, low-level operating-system code often contains accesses that are not standard conform. For instance, a typical programming pattern involves reinterpreting integer values as pointers to typed objects (e.g., to a hardware-traversed data structure). However, the involved reinterpret_cast conforms to the C++ standard only if the integer value is a representation of a safely-derived pointer [PC09, § 3.7.4.3 pt 3]. OS developers use this case also with other integer values. In our running example in Section 4.1, the reinterpret_cast to \text{SyscallRegs} \ast \text{regs} is an example of such a cast.

There are three important points to notice:

1. The C++ semantics and hence also the security type system for C++ operating-system code must be field sensitive. That is, types must be assigned to the individual fields of an object and not to the compound object as a whole. Otherwise, an analysis of the above example would have to regard \( s \) and in particular \( s.x \) as modified whenever values are assigned to \( \pi \). In particular, \( \pi \) would have to identify \( s \), which is not possible without introducing auxiliary variables to hold this information;
2. The memory models must support addressing schemes that are byte granular or finer. Otherwise, copies to and from character arrays could not correctly be formalized; and

3. Addressing schemes must support all addresses that origin from reinterpreting integer values as pointers.

The assignment \(*pi = h;\) supports the first point. It stores a high value in \(s.i\) but not in \(s.x\). A field-insensitive information-flow analysis would classify the entire object \(s\) as high. As a consequence, such an analysis must reject programs that leak information about \(s\) even if they read only the boolean variable \(x\).

Fortunately, the C++ standard defines all operations on classes, unions and arrays in terms of their members [PC09, § 8.5 pt 6, § 12.8 pt 8, § 12.4 pt 5]. With the exception of \(vtables\)\(^3\), there is no need to maintain class objects and arrays as a whole. Instead, it suffices to keep the individual members of these objects (and the \(vtable\) pointer) in the memory model.

\(Toy\) inherits all data types from C++. The formalization of these data types extends the Robin data-type formalization [TWV\(^+\)08] to work with a bit-granular memory model. In this formalization, a value of an interpreted data type appears as an arbitrary but fixed bitwise encoding of the object representation. The significant bits in the object representation are called the support of this variable. Classes and arrays are not interpreted because they are completely defined by their interpreted members.

4.2.3.2. Pointers and Aliases

In Section 2.4.7, we have already seen the benefits of a points-to analysis to determine whether two pointers refer to the same address. If so, a read through one pointer can return the value written through the respective other. In general, pointer targets may occupy the same address region, they may occupy disjoint regions or they may occupy overlapping regions. To rule out critical side effects due to modifications of hardware-traversed data structures, a particularly interesting information is whether a pointer target overlaps a region, which contains such a data structure.

In low-level operating-system code, two objects with disjoint virtual addresses can still overlap if the processor maps these addresses to the same physical addresses. Following Tews et al. [TVW09], I call these aliases virtual-memory aliases.

The storage of values in their bit-wise object representation already resolves most issues of aliases: If a value of type \(t\) is stored through one alias, the arbitrary but fixed encoding of this value is stored in the support bits starting at the referenced address. A subsequent read through another alias interprets bits, which are in the support of \(t'\), as an encoding of a value of type \(t'\). Hence, if these two supports overlap, the read value depends only on the written information.

To detect the information flows through virtual-memory aliases, the control-flow-sensitive security type system for \(Toy\) maintains a mapping of virtual addresses to physical addresses. In this mapping, abstract physical addresses can be used as long as they correctly represent if virtual addresses are shared. For the analysis, I shall require that this mapping does not change for the checked code. That is, if the checked code accesses a variable at the virtual address \(v\) then the mapping of \(v\) to the physical address \(p\) must not change and no further mapping to \(p\) must be installed. Note, this restriction does not apply to other addresses, which the checked code does not access.

\(^3\)Vtables are used to implement virtual functions and dynamic casts.
4.2.3.3. Non-volatile Memory Accesses

C [2105, § 6.2.5 pt 15, § 5.1.2.3 pt 5] and C++ [PC09, § 3.9.3, § 1.9 pt 9] distinguish volatile memory accesses from non-volatile accesses. The former are C++ side effects even if the volatile object is read and not modified.

The compiler is to a large degree prohibited from optimizing volatile accesses. Non-volatile memory accesses can be optimized in various ways. For example, compilers may allocate parts of non-volatile objects in processor registers, they may combine parts that are known to hold the same value, or they may omit modifications entirely if the written value is not required in the subsequent code or if this value can be derived without modifying the object.

As a result of these optimizations, the memory representation of a non-volatile object can become out-of-date. If such an out-of-date memory representation is accessed by a hardware side effect or by a concurrently executing thread, historic values can be read, which may still store a secret that has already been removed from the register-allocated part of the non-volatile object.

Admittedly, objects that are affected by hardware side effects or that are located in shared memory should be declared volatile to prevent the compiler from optimizing accesses to these objects. However in practise, programmers often avoid these declarations to allow for compiler optimizations up to the point where the data should be exchanged. At these points, compiler memory barriers such as

```asm
class volatile("":"memory");
```

are inserted to signal to the compiler that an up-to-date memory representation is required. In combination with a proper synchronization primitive, compiler memory barriers suffice to ensure that shared-memory objects are up to date. Our running example of Section 4.1 contains such a barrier at the end of `sys_add`. It ensures that the memory representation of `SyscallRegs * regs` is up to date.

The challenges non-volatile objects pose on static information-flow analyses are the information flows through historic memory representations. To not risk overlooking these potential leaks, I introduce temporaries in the Toy intermediate language, which store intermediate results until they are explicitly written back to the processor registers, to the stack, or to the non-volatile object. The choice between these alternative locations is typically non-deterministic.

4.2.3.4. Non-deterministic Evaluation of Expressions

In [Nor99], Norrish proves that the constraints on C sequence points cause C expressions to evaluate deterministically although the standard-defined evaluation order seems to be non-deterministic [2105, § 6.5 pt 2, pt3]. The current C++ standard (though not the more recent standard drafts) adopts this definition.

However, in the presence of hardware side effects, a deterministic evaluation order of C and C++ expressions can no longer be guaranteed. Hardware side effects are not present in the C / C++ memory model on which Norrish focused in his work. It is therefore quite natural that Norrish did not consider these effects in his formal result. The following code snippet demonstrates the non-deterministic evaluation of C and C++ expressions in the presence of hardware side effects.
Given a pointer \texttt{pte} to the first entry of a page table, the above code snippet computes how many pages have been accessed in the virtual-memory region that this page table backs. In C++, the two subexpressions \texttt{pte[i].accessed} and \texttt{count} are unsequenced \cite[§ 1.9 pt 14]{PC09}. That is, they are executed in an undefined order. Assume the integer variable \texttt{count} is located in the virtual-memory region that is backed by the page-table entry \texttt{pte[0]}. Assume further that the accessed bit has been cleared prior to executing the above code snippet. Then, in the first round \texttt{i == 0}, two situations can happen:

1. If \texttt{pte[i].accessed} is executed first, the read of the integer variable \texttt{count} has not yet occurred. The expression \texttt{pte[i].accessed + count;} evaluates to zero.

2. If, on the other hand, the variable \texttt{count} is accessed first, \texttt{pte[i].accessed} reads one because, during the address translation of \texttt{count}, the MMU sets the accessed bit of \texttt{pte[0]}. Declaring \texttt{pte[i].accessed} as volatile does not resolve this non-determinism because the hardware side effect of \texttt{count} is not part of the C / C++ memory model. For this reason, it is also quite natural that Norrish’s source-level semantics cannot detect this kind of non-deterministic behavior. However, to not risk overlooking the information flows from non-deterministically evaluated expressions, this non-determinism must be supported in the semantics of \textit{Toy} and the involved information flows must be checked with the security type system for this language.

### 4.2.4. Incomplete Knowledge about the Information-Flow Policy

In \cite{HS06}, Hunt and Sands introduce the universal lattice in their security type system formulation of Banerjee and Naumann’s independence analysis \cite{AB04} (see Section 2.4.4). Both, Hunt et al. and Banerjee et al., seek to prove data confidentiality of programs without precise knowledge of the information-flow policy of the systems on which these programs should run.

In this section, we shall see that Hunt’s universal lattice cannot correctly characterize the information flows of shared-memory programs and for programs that access a shared kernel object. To accommodate for these programs, I will therefore extend Hunt’s universal lattice with version numbers for shared-memory variables.

#### 4.2.4.1. A Universal Lattice with Version Numbers

A universal lattice is the single lattice from which all possible typings of a program can be derived \cite{HS06}. For programs that receive inputs only before they start, the universal lattice is the powerset of all program variables with subset as the partial order relation: \((\wp(V ar), \subseteq)\). However, through shared memory and through shared kernel objects programs can also receive inputs while they are already executing.

---

\(^4\) or memory regions if the page table contains also non-leaf entries
4.2. PECULIARITIES OF LOW-LEVEL OPERATING-SYSTEM CODE

Let us consider the following artificial program $p$ as a representative of more complex shared-memory programs:

```plaintext
1. tmp_a = shm;
2. shm = h;
3. shm = l;
4. tmp_b = shm;
5. l = tmp_a;
```

Assume the variable $shm$ is located in memory that is shared with another high-classified program $q$. Assume further that $q$ interacts only with the above program $p$ and that it has so far only accessed low-classified information. Like before, $h$ and $l$ are high- respectively low-classified variables.

It is easy to see that the local variable $tmp_a$ stores low-classified information: $shm$ is only shared with $q$. At the time $shm$ is assigned to $tmp_a$, $q$ has seen only low-classified information. Hence, $tmp_a$ must be low.

Less obvious is the dynamic secrecy level of the variable $tmp_b$. If $p$ executes non-preemptively, $q$ cannot access $shm$ in between $shm = h$ and $tmp_b = shm$. Hence, $tmp_b == shm == l$. On the other hand, if $q$ preempts $p$ immediately after Line 2, $q$ can learn information about $h$. If $q$ preempts $p$ again after Line 3, $q$ can return the learned information to $shm$. After $tmp_b = shm$, $tmp_b$ could hold high-classified information.

An information-flow analysis with the lattice $(\wp(Var), \subseteq)$ would however assign $l$, $tmp_a$ and $tmp_b$ the secrecy level $\{shm\}$. It cannot express that $tmp_a$ and $tmp_b$ depend on different versions of $shm$. We therefore have to extend the lattice $(\wp(Var), \subseteq)$.

**Definition 16. Universal Lattice for Shared-Memory Programs**

Let $LVar \subseteq Var$ be the set of local variables, $SVar = Var \setminus LVar$ the set of shared-memory variables, and let $ip \in \mathbb{N}$ range over the number of so far executed atomic steps in the following universal lattice for shared-memory programs:

$$(\wp((LVar \times \{0\}) \cup (SVar \times \mathbb{N})), \subseteq) \quad (4.1)$$

If we instantiate a control-flow-sensitive security type system with the lattice of Equation 4.1 (e.g., by replacing in Figure 2.2 on page 28 $\subseteq$ with $\subseteq$, $\sqcup$ with $\cup$, and by letting $l$ and the co-domain of $M$ and $M'$ range over secrecy levels of the powerset $\wp((LVar \times \{0\}) \cup (SVar \times \mathbb{N}))$), we obtain a new security type system for shared-memory programs. Applied to the above program $p$, this security type system sets $l$ and $tmp_a$ to $\{shm, 1\}$ and $tmp_b$ to $\{shm, 7\}$ because $shm$ is read in the first respectively in the $7^{th}$ atomic step $^5$ in Line 1 respectively in Line 4.

As we shall see later in Section 4.6, the secrecy level of the information $q$ may learn from $shm$ — that is, the learned secrets of $shm$ — is low until step 4 and high afterwards.

### 4.2.5. A Protection-Parametric Information-Flow Analysis

Due to the abstractions of security type systems, it is not very helpful to check the following system call and similar programs in their entirety.

```plaintext
if (cap->isAuthorized(opcode)) {
    cap->target()->invoke(opcode);
} else {
    return Insufficient _Access;
}
```

$^5$Assignments of the form $b = a$ are assumed to take two steps: one for reading $a$ and one for writing $b$. 

In such a check, the information flows of all possible opcodes and the information flows of invoking the system call with both sufficient and insufficient privileges are aggregated into a single result typing environment \( M' \). This aggregated result blurs the fact that certain information flows are legitimate only if the program has sufficient privileges. More important, if the access-control mechanism has authorized a client to invoke only some opcodes, a conforming client, which invokes only these opcodes, cannot leak information through the other opcodes. However, because the value of the parameter opcode remains abstract in the information-flow analysis, the aggregated result considers also the possible leakages of these other opcodes.

More useful are results that are parametric in the decisions of the involved access-control mechanism. To obtain these results, Banerjee and Naumann [BN03] propose to integrate a specific access-control mechanism — Java stack inspection — into a security type system. The typing rules of this type system determine whether the invoking code has sufficient privileges (on its stack) for the invoked method. However, for microkernel-based systems, this approach is not immediately applicable:

1. The invoking code, the precise security policy, and hence, the granted access rights are typically not known at the time of the analysis;

2. The allocation of kernel objects in kernel memory, the concrete distribution of capabilities, and hence, the precise addresses of targeted objects are typically not known at the time of the analysis; and

3. The capability lookups and the privilege checks are central parts of the checked system call and should therefore be subjected to the information-flow analysis.

An immediate consequence of the first point is that the authority check cannot be resolved at the time of the analysis. An immediate consequence of the second point is that we have to work with placeholder objects. To avoid blurred results, I propose to fix the access decisions and the values (or value ranges) of those parameters for which a separate information-flow result should be established. In situations where the to-be-checked code is invoked with such a parameter setting, the information-flow result can replace the more general non-parametric result. In other situations, this non-parametric result must be used or a separate result must be established for the new parameter setting. After fixing these parameters, the analysis proceeds in the following 3 steps:

1. The fixed access decisions, values, or value ranges are used as additional semantic information [TGC87] to simplify the to-be-checked program;

2. Placeholder objects are created for all parametric capability targets and for the objects that are related to these targets; and

3. The security type system is used to check the simplified program with these placeholder objects.

A sender can leak information through a system call or server function if information about an input parameter can be stored in a kernel or server object or in a related object. A receiver can learn this information if a system call or server function reveals the stored information in an output parameter or in the timing of this invocation. If placeholder objects are used for the analysis, the receiver can learn this information only if the sender accesses the same object or related object. If we know from our protection-parametric information-flow analysis
that a system call leaks information into some placeholder object, an actual leakage can only occur if the access-control mechanism actually grants the sender and the receiver direct or indirect access to the same object. *Confinement* captures this last property (see Section 2.5.2 on page 39).

In the next section, I demonstrate with the help of a size aligned virtual-memory read why contemporary approaches to integrate OS functionality cannot scale to non-trivial amounts of operating-system code. As we have already seen in Section 4.2.3.4, virtual-memory reads involve a hardware side effect, which sets accessed bits during the address translation.

### 4.3. Typing a Size-Aligned Virtual-Memory Read

Sabelfeld [Sab01a], Mantel et al. [SM02], O Neill et al. [OCsC06] and Russo et al. [RS06] follow the same principle approach to check programs that invoke a certain functionality of the underlying operating system. Interactions with the underlying hardware are not considered, however, the same principle approach could also be applied to hardware side effects. It works as follows:

1. The semantics of the programming language is extended with a formal model of the OS functionality to consider;
2. Specialized typing rules are developed to check the information flows that this OS functionality contains; and
3. The specialized typing rules are proven sound against the extended semantics.

In the following, I demonstrate the complexity of this approach with the help of a simple, size-aligned, virtual-memory read operation.

In a microkernel-based system, programs (and typically also the kernel) run in a paged processor mode. A read of the variable \( a \) therefore involves an address translation of the variable’s virtual address \( v_a \) to the physical address \( p_a \). During this address translation, the MMU checks permission bits in the involved page-table entries and updates the accessed bits of these entries. To formalize this hardware side effect, we have to model page-table entries and their accessed bits. In addition, we have to propagate accessed bits to all virtual aliases of these page-table entries. Virtual aliases of page-table entries occur because on many processor architectures the microkernel can access page tables only if they are mapped to the kernel address space. Because the approach extends an existing type system for a programming language, we have to expect an application-level memory model. In such a memory model, the propagation of accessed bits results in complex evaluation rules for virtual-memory reads, and likewise, in complex typing rules. The evaluation rule in Equation 4.2 and the typing rule in Equation 4.3 are such rules. They are shown here merely to illustrate the complexity of contemporary approaches. The remainder of this thesis is intelligible without these rules. Figure 4.1 illustrates their basic operation.

The memory models of the standard semantics for C / C++ [Nor98, Pap98, Wal93] is a mapping from (virtual) addresses to bytes: \( \text{mem} : V \rightarrow \text{Byte} \) or, more precisely, from the virtual addresses in address blocks of the form \( [o, o + \text{sizeof } T) \) to bytes. The following is a formalization of a size-aligned virtual-memory read operation for 32-bit paging in IA32.
Let \( E_p \) denote the set of 4-byte aligned physical addresses at which valid page-table entries of the program \( p \) reside. The function \( \text{accessed}_p : E_p \to \text{bool} \) denotes whether the accessed bits of these page-table entries are set. The partial function \( \text{pte}_p : V \times \text{Lvl} \to E_p \) maps each virtual address \( v_a \in V \) to the page-table entries used in the translation of \( v_a \). The partial function \( \text{virt}_\to\text{phys}_p : V \to P \) maintains the mapping from virtual to physical addresses. I write short \( v_{2p} \) for \( \text{virt}_\to\text{phys}_p \). I assume the page-table base register (PDBR) is not changed while \( p \) executes. For the function \( \text{pte}_p \), it holds that

\[
(v, 2) \in \text{domain}(\text{pte}_p) \implies (v, 1) \in \text{domain}(\text{pte}_p)
\]

and that

\[
\text{pte}_p(v, 1) = \text{pte}_p(v', 1) \implies \left\lfloor \frac{v}{4\text{MB}} \right\rfloor = \left\lfloor \frac{v'}{4\text{MB}} \right\rfloor
\]

The first property ensures that a second-level page-table entry is used for the translation of \( v \) only if there is also a first-level page-table entry. The second property ensures that the same first-level page-table entry is used to translate addresses within the same size-aligned 4MB region. However, for the following discussion, these constraints are irrelevant.

\[
\begin{align*}
\text{val} &= \text{load}_{\text{var}}(s, v_a) \\
\text{set}_{\text{bit}}(5, \text{mem}(v')) &\quad \text{if } v_{2p}(v') = \text{pte}_p(v_a, i) \\
\text{mem}(v') &\quad \text{otherwise}
\end{align*}
\]

\[
s \xrightarrow{\text{read}(a)} (s', \text{val}) \tag{4.2}
\]
Equation 4.2 contains the evaluation rule for a memory read access. In the semantics of \texttt{read}(a), we have to update the accessed bits of the page-table entries \( pte_p(v_a, i), i \in \{1, 2\} \). In addition, we have to propagate this update to all addresses \( v \) that alias the updated page-table entries. Equation 4.3 shows a corresponding typing rule for a control-flow-sensitive security type system:

\[
\begin{align*}
    l_{res} &= \bigcup_v M(v) \quad v_a \leq v < v_a + \text{size} \\
    M' &= M \\
        &\begin{cases}
            \text{accessed}(pte_p(v_a, i)) \mapsto l_{ip} \\
            \text{mem} \mapsto \lambda v'. \{ \begin{array}{ll}
                \text{mem}(v') \sqcup l_{ip} & \text{if } v \leq p(v') = pte_p(v_a, i) \\
                \text{mem}(v') & \text{otherwise}
            \end{array} \}
        \end{cases}
\end{align*}
\]

It returns the secrecy level \( l_{res} \) of the read address, updates the secrecy level of the first byte of the page-table entry, which contains the accessed bit, and it updates the secrecy levels of all addresses \( v' \) that map to this byte. The secrecy level of the byte, which contains the accessed bit, is increased by the context secrecy level \( l_{ip} \). Because only a single bit is modified, the updates must be weak to not overlook information flows through the remaining bits of this byte. In comparison to this, the standard rule for memory reads is:

\[
\begin{align*}
    l_{res} &= M(v(a)) \\
    M \vdash \text{read}(a) : l_{res}
\end{align*}
\]

The complexity of the typing rule in Equation 4.3 is immense, although the above typing rule is only for a simple size-aligned read. Reads that are not size aligned may span multiple pages. Hence, the accessed bits in two sets of page-table entries must be updated. In addition, a security typing rule for a write must propagate the written value to all virtual aliases. The rules for reads and writes to memory-mapped device registers are even more complex. A projection of this complexity to the complexity of a security type system, which is prepared to check all the low-level operating-system code of a microkernel-based system, shows the scalability limits of this approach.

A method to automatically derive sound security typing rules from a description of operating-system and hardware functionalities is therefore inevitable. Given an implementation of hardware side effects as \texttt{Toy} subprograms, the security type system for \texttt{Toy} is such a method.

### 4.4. Assumptions

Before I introduce the syntax and the semantics of \texttt{Toy}, let me clarify the assumptions on which the proposed information-flow analysis is based:

1. Because the individual system calls and server functionalities are checked separately, only small amounts of low-level operating-system code are checked at a time. As a result, more complex methods remain feasible for such an analysis;

2. The individual system calls and server functions terminate after a small number of atomic steps. As a consequence, all loops of the checked code terminate and the number of non-deterministic choices is bounded;
3. Due to the limited stack size, the function call depth is limited and, in particular, function calls are not recursive. When translating C++ to Toy, it is therefore feasible to inline all function calls;

4. As already mentioned in Section 2.4.7 on page 33, I assume a correct points-to analysis and a correct loop bound analysis;

5. The to-be-checked operating-system code must not contain null-pointer dereferences (see e.g., Tlili et al. [TD08] for a static analysis of C memory-safety properties);

6. I assume jumps in the inline assembler statements of low-level operating-system code to be trivial. By this, I mean that it is trivial to replace the jumps with appropriate if-statements; and

7. In this thesis, I focus on lock-similar programs only. That is, at any given point in time, the to-be-checked program \( p \) will hold the same locks (see Section 4.5.4.2 on page 144).

### 4.5. Syntax and Semantics of Toy

Toy is a simple imperative programming language with non-deterministic composition \([\,]\). Its syntax is given by:

**Definition 17. Syntax of Toy**

\[
\begin{align*}
\text{Types} & 
\quad t \\
\text{Marker} & 
\quad \gamma \\
\text{Temporaries} & 
\quad n^t \\
\text{Expressions} & 
\quad e^t := c^t \, | \, v^t \, | \, \ast (n^{addr})^t \, | \, n_1^t \, \circ \, n_2^t \, | \, \bullet n^t \, | \, ((t) \, n')^t \\
\text{Statements} & 
\quad c := e_2s(n^t_e = e^t) \, | \, v = n^t \, | \, \ast (n^{addr}) = n^t \, | \\
& \quad \text{if} \, (n^{bool}) \, \{c_1\} \, \text{else} \, \{c_2\} \, | \, \text{while} \, (n^{bool}) \, \{c\} \, | \, \text{skip} \, | \\
& \quad c_1; c_2 \, | \, c_1 \parallel \gamma c_2 \, | \, c_1[\gamma] c_2 \, | \, \epsilon
\end{align*}
\]

A Toy program \( p \) is a statement \( c \). Typically, a program consists of substatements \( c_1 \) and subexpressions \( e^t \). \( v \) denotes the address of a variable, \( c^t \) abbreviates a constant of type \( t \). \( \circ \) and \( \bullet \) stand for the usual unary and binary operators \(+, -, *, /, <, >, \ldots\). etc.

I shall write \( \text{if} \, (n^{bool}) \, \{c\} \) as syntactic sugar for \( \text{if} \, (n^{bool}) \, \{c\} \, \text{else} \, \{ \text{skip} \} \), \( c_1 \circ \, c_2 \) for \( c_1; c_2 \, \| \, \gamma \, c_2; c_1 \) and \( \text{skip}_{i+1} \) for \( \text{skip}; \text{skip}_{i} \) with \( \text{skip}_{0} = \epsilon \).

Toy makes extensive use of an artificial address space of non-allocated temporaries \( n^t \). The primary purpose of non-allocated temporaries is to hold the out-of-thin-air values of those expressions that the compiler decides to optimize away. By executing Toy expressions on temporaries and by non-deterministically storing these temporaries on the stack, in processor registers or not at all, the check of the proposed security type system considers a large class of compiler optimizations.

Temporaries are part of the Toy memory model (see Section 4.5.1 below). Without loss of generality, all Toy expressions except the two read expressions: \( v^t \) and \( \ast (n^{addr})^t \), read parameters only from non-allocated temporaries. All Toy expressions write their computed result to the non-allocated temporary denoted by \( n^t \). This temporary address is an explicit parameter of all Toy expressions. For a better readability, I have excluded \( n^t \) from all expressions in
Definition 17. With a slight abuse of notation, I shall write $n^t_r = e^t$ to denote that $e^t$ stores its result in $n^t_r$. Where necessary, preceding reads and subsequent writes may read parameters from registers or from memory, or they may store results back to these locations.

Toy expressions $e^t$ are typed. The type $t$ is the data type of the expression result. Toy implements the following expressions: $e^t$ produces the constant $c$ of type $t$, $v^t$ and $*(n^{addr})^t$ read a value of type $t$ from a fixed address $v$ respectively from a computed address $n^{addr}$. In Toy, $addr$ is the type for memory and register addresses. The two operators $\bullet$ and $\circ$ stand for the common unary and binary operators $+, -, *, /, \ll$, etc., $((t) n^t_r)^t$ is a cast operator. The expression $((t) n^t_r)^t$ casts the $t'$-typed value in $n^t_r$ into a $t$-typed value. As we shall see in Section 4.5.2, values of type $t$ may be the usual values of this type (e.g., $true$ and $false$ for $t = bool$), or they may encode quiet- or signalled not-a-thing values.

Toy implements the following statements: $e2s$ allows any expression to appear as a statement. $v = n^t_r$ and $*(n^{addr}) = n^t_r$ are assignments to a fixed address $v$ respectively to a computed address $n^{addr}$. if $n^{bool}$ $\{ c \}$ and if $n^{bool}$ $\{ c_1 \}$ else $\{ c_2 \}$ are the usual branching instructions, while $n^{bool}$ $\{ c \}$ is the usual construct for repetition. skip is a no-op statement. Toy implements three statements for the composition of substatements: sequential composition $c_1; c_2$, parallel composition $c_1 \parallel c_2$, and indeterminately sequenced composition $c_1 \diamondsuit c_2$. These three statements match the three sequenced relations of the C++ standard [PC09, § 1.9 pt 14]: sequenced before, unsequenced and indeterminately sequenced. In addition, Toy implements the non-deterministic choice operator $c_1[\gamma]c_2$, which executes either $c_1$ or $c_2$. Every non-deterministic statement is marked with a marker $\gamma$. As we shall see later in Section 4.5.3.3, the marker is used to ensure that the same non-deterministic choice is always resolved in the same way. The statement $\epsilon$ denotes the empty program.

Toy lacks true while loops and function calls. The former are not required for terminating code but easily added. The only issue that remains is how to limit the number of possible non-deterministic choices and hence the number of ways in which these non-deterministic choices can be resolves (see Section 4.7.1 below). Adding function calls to the semantics and to the type system would not be difficult. An open issue though is how to adjust separately established results for non-inline functions such that they can be reused in call sites where these functions are inlined. A trivial solution is to recheck the inlined version, which ignores the performance benefit one obtains from reusing results. Other solutions to this problem are left for future work.

The formal semantics of Toy consists of three elements:

- a memory model,
- a data-type model, and
- a small-step semantics.

In the following sections, I describe these elements in greater detail.

4.5.1. Memory Model

Assuming that bytes are the smallest addressable units, most standard semantics for C and C++ are based on byte-granular memory models. However, many processor architectures offer
instructions that read, set, clear, or complement bits individually (see e.g., [Cor09, § 3.2 Vol. 2a: BT, BTS, BTR, BTC] ⁶).

In the formal semantics of *Toy*, and likewise in the formalization of the typing environment of the security type system ⁷, I use the following bit-granular addressing scheme:

| Memory     : Type = [Address → Bit] |
| Typing Environment : Type = [Address → Secrecy_Level] |

To uniformly handle register accesses and memory accesses, I utilize the addressing scheme of the Robin hardware model [TWV⁺08]:

| Address : Type = [# register : Register_ID, offset : nat #] |

In this type, *Register_ID* denotes the type of the register respectively the memory. It ranges over the registers of the respective processor architecture. That is, on IA32 processors, *Register_ID* contains all general-purpose registers (such as *eax*, *ebx*, and *ecx*), all special-purpose registers (such as the page-table base register *cr3* and the code segment register *cs*), all registers of the floating-point units, and all registers of processor implemented devices (such as the registers of the Advanced Programmable Interrupt Controller (APIC)). In addition, *Register_ID* contains the identifier *Phys_Mem*. The address (# register = *Phys_Mem*, offset = i #) refers to the bit i in main memory. In *Toy*, I further extend the type *Register_ID* with two artificial register types:

- **Prem** denotes an artificial register that stores the reason for premature terminations. For example, when a loop body has exited prematurely, **Prem** contains *break* or *continue* to indicate an exit through a respective statement. *return* indicates a premature termination of a function body;

- **Temporary(id,t)** denotes the set of non-allocated temporaries that are used by the to-be-checked *Toy* program. Because a translation of a terminating C++ program to *Toy* requires only a finite amount of these temporaries, the set of non-allocated temporaries is finite for all practical purposes. Each temporary register comes with a type *t* to denote the data type of the values it may hold.

The function valid?(r : Register_ID) : finite_set[nat] returns the finite set of valid offsets for each register.

To avoid the complexity of propagating values to virtual aliases, the memory model of *Toy* is based on physical addresses. That is, the *offset* field of a memory address is interpreted as the physical address of the corresponding bit. Except for physically-addressed hardware data structures (such as page tables) and except for DMA transfers, whose addresses are not translated by an IOMMU, physical addresses can represent abstract locations, provided that the sharing properties of these addresses are preserved.

The microkernel and many multi-level servers leave the virtual-to-(abstract)-physical-address translation of most accessed variables constant. For these addresses, I shall abbreviate the address translation with the help of the two partial functions *v2p* and *pte* that I have introduced in Section 4.3.

---

⁶Actually, only LOCK BTC, LOCK BTR and LOCK BTS modify single bits [Cor09, § 8.1.2.2 Vol. 3a]. The non-atomic versions of these instructions read the respective byte, modify the bit and write back the result. Concurrent memory accesses can interleave these operations.

⁷Tools are of course free to choose a more efficient representation.
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4.5.2. Data Types

Data types define which operations are available on an object and how these operations interpret the memory representation of this object.

C++ comes with a rich set of predefined fundamental types [PC09, § 3.9] such as bool, int, and float. In addition, compound types such as pointers, enumerations, classes, unions and arrays allow programmers to define further types. However, because accesses to class, union or array type objects are defined member wise, there is no need to store these objects in their entirety. It suffices to store the members of these objects. Following Tews et al. [TWV+08], I call types that must be stored on their own interpreted data types.

Toy inherits all data types from C and C++. In addition, Toy defines the types bit, byte, word and addr to encode hardware side effects. In the following formalization, many aspects of data types are left abstract though.

For an interpreted data type \( t \), the set \( \text{range}(t) \) is the set of values that valid objects of this type may assume. To formalize this function, we need a supertype, which contains all possible values of objects of interpreted data types. I call this supertype \( \text{extended real} \). It contains real numbers to represent floating-point types and integers to represent integral types and enums. In addition, it contains special encodings for infinity, true and false, and for the addresses of the Toy memory model. Hence, \( \text{extended real} \) is the disjoint union of real, bool, Address, and a set of special not-a-thing values (NaTs). I distinguish two types of NaTs: quiet NaTs (qNaT) and signalled NaTs (sNaT). The former encode quiet failures of operations and special results such as infinity. The latter indicate exceptions. For example, a division by zero triggers a divide-error exception (\#DE). To be able to offload the triggering of this exception into a subsequently executed hardware side effect, the divide operator \( / \) returns an sNaT value, which encodes this exception. Remember, \( / \) is one of the binary operators, which I have summarized with \( \circ \).

Knowing the \( \text{range} \) of possible values, we can now define the semantics of interpreted data types. The following functions are left arbitrary but fixed:

**Definition 18. Semantics of the Data Type \( t \)**

The semantics of all data types \( t \) are characterized by \( \text{range}(t) \) and by the following five functions:

\[
\begin{align*}
\text{alignment}(t) &: \mathbb{N}^+ \\
\text{size}(t) &: \mathbb{N}^+ \\
\text{support}^t &: \{i : \mathbb{N} | i < \text{size}(t)\} \\
\text{to_bits}^t &: \text{range}(t) \rightarrow [\text{support}^t \rightarrow \text{Bit}] \\
\text{from_bits}^t &: [\text{support}^t \rightarrow \text{Bit}] \rightarrow \text{range}(t)
\end{align*}
\]

Definition 18 extends the interpreted data type (\texttt{pod<T>}) of the Robin data-type model [TWV+08, pg. 42] to a bit-granular memory model. The functions \( \text{alignment}(t) \) and \( \text{size}(t) \) return the alignment respectively the size of the type \( t \). Both values are positive (i.e., \( \in \mathbb{N}^+ \)). The set \( \text{support}^t \) denotes the set of bits that are relevant to store a value of type \( t \). C++ allows the value representation of an object to be smaller than its object representation. That is, C++ objects can also contain holes that store no part of the object value and that are not necessarily modified. The function \( \text{to_bits}^t \) returns the bit-wise memory representation of a given value of type \( t \). The function \( \text{from_bits}^t \) is the left inverse \(^8\) of \( \text{to_bits}^t \). That is, for

\(^8\)The function \( \text{from_bits}^t \) is not necessarily the right inverse of \( \text{to_bits}^t \). Multiple memory representations can exist for a single value (e.g., for the qNaT invalid memory representation).
from\_bits^t and for to\_bits^t the following condition must hold:

\[ \forall d. \text{from\_bits}^t(\text{to\_bits}^t(d)) = d \]  

(4.5)

Because the memory representation of data types and hence the above functions are implementation defined, a compiler-independent information-flow analysis would try to leave these functions abstract (of course within some reasonable bounds for the size of data types). However, unless the data types, with which memory addresses are accessed, never change, leaving the size and support of a data type abstract may result in the rejection of many secure programs. In situations where data of such a type is stored in memory, the information-flow analysis cannot precisely deduce which bits are modified. Therefore, it has to consider also information that was previously stored. The security type system would execute all writes as weak updates (see the 3rd paragraph of Section 2.4.7 on page 33).

To avoid weak updates, I propose to check Toy programs with concrete values for size(t) and with a concrete support support^t (e.g., as defined by the used compiler). The actual memory representation of values of this type (i.e., the functions from\_bit^t and to\_bit^t) can thereby remain arbitrary but fixed. With specific encodings, the program cannot leak any additional secrets.

### 4.5.3. Dynamic Semantics

With the memory model and the data-type semantics in place, we can now define the small-step semantics of Toy programs. The semantics of Toy is formalized as a state transition system with states s of type State and the following three transition relations:

\[ \rightarrow_e : \text{Expression} \times \text{State} \times \text{Temporary} \rightarrow \text{State} \]

for Toy expressions,

\[ \rightarrow_c : \text{Statement} \times \text{State} \rightarrow \text{Statement} \times \text{State} \]

for Toy statements, and

\[ \rightarrow_{ext(io)} : \text{State} \rightarrow \text{State} \]

to characterize the state transitions of concurrently executing threads.

The type State consists of two elements:

- the state of the memory model: \( \text{mem} : \text{Address} \rightarrow \text{Bit} \), and
- a counter for atomic steps: \( ip \in \mathbb{N} \).

#### 4.5.3.1. Expressions

Figure 4.2 shows the semantics of Toy expressions. I use the following simplified notation for memory reads and memory updates:

- \( \text{read}(t, addr) \) reads the bits in support^t starting from addr. That is, if \( i \in \text{support}^t \), then the bit \( addr + i \) is read from the respective register or memory. Here, \( addr + i \) stands for the address that is obtained by increasing the offset of \( addr \) by \( i \);
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\[
\frac{s \to_{\text{ext}(\text{io})} s'}{(c', s, n^t_i) \to_e s' [ \text{mem}(n^t_i) \mapsto \text{to_bits}^t(c) ]}
\]

\[
\frac{s \to_{\text{ext}(\text{io})} s'}{(v^t, s, n^t_i) \to_e s' [ \text{mem}(n^t_i) \mapsto \text{read}(t, v)(s') ]}
\]

\[
\frac{s \to_{\text{ext}(\text{io})} s'}{(\star(n^{\text{addr}})^t, s, n^t_i) \to_e s' [ \text{mem}(n^t_i) \mapsto \text{read}(t, \text{dest})(s') ]}
\]

\[
\frac{s \to_{\text{ext}(\text{io})} s'}{(n^t_1 \circ n^t_2, s, n^t_i) \to_e s' [ \text{mem}(n^t_i) \mapsto \text{to_bits}^t(\text{binary}_\text{op}(\circ, t)(l, r))]
\]

\[
\frac{s \to_{\text{ext}(\text{io})} s'}{(\bullet n^t, s, n^t_i) \to_e s' [ \text{mem}(n^t_i) \mapsto \text{to_bits}^t(\text{unary}_\text{op}(\bullet, t)(\text{val}))]
\]

\[
\frac{s \to_{\text{ext}(\text{io})} s'}{((t)n^t)^t, s, n^t_i) \to_e s' [ \text{mem}(n^t_i) \mapsto \text{to_bits}^t(\text{cast}(t', t)(\text{val}))]
\]

Figure 4.2.: Small Step Semantics of Toy Expressions.

The notation \(s[\text{mem}(\text{addr}) \mapsto b] \) is used for memory updates, \(\text{read}(t, \text{addr})\) for memory reads. The relation \(\to_{\text{ext}(\text{io})}\) is the transition relation for concurrently executing threads (see Section 4.5.4.3 below). In [read: \(v^t\)], \(v\) stands for the address of a variable; \(\circ \in \{+, -, *, /, \text{etc.}\}\) and \(\bullet \in \{-, +, -, \text{etc.}\}\). The functions \(\text{binary}_\text{op}, \text{unary}_\text{op}\) and \(\text{cast}\) characterize the behavior of the respective unary (\(\bullet\)), binary (\(\circ\)) and cast operators.

- \(s [ \text{mem}(\text{addr}) \mapsto b] \) updates the state of the memory model \(\text{mem}\) in \(s\) at the support bits of \(t\). These are those addresses \(\text{addr}+i\) where \(i \in \text{support}^t\) holds. The values of these bits are set to the values of the respective bits of the bit string \(b\) (i.e., \(s [ \text{mem}(\text{addr} + i) \mapsto b](i) \) if \(i \in \text{support}^t\)). In situations, where not all bit addresses for the respective support bits are valid, a special qNaT value is stored in the valid bits to indicate an invalid memory access.

For better readability, I have omitted the virtual-to-physical address translation with \(v2p\).

The semantics of Toy expressions is fairly standard: \(c^t\) returns the constant \(c\), the expressions \(v^t\) and \(\star(n^{\text{addr}})^t\) perform the expected memory accesses and store the read value in \(n^t_i\). The unary, binary, and cast expressions invoke the functions \(\text{unary}_\text{op}, \text{binary}_\text{op}\) respectively \(\text{cast}\), which compute the corresponding operation in the semantic domain of the respective type. For example, \(\text{binary}_\text{op}(+, \text{int})\) performs integer addition as it is described in the C++ standard [PC09, § 5.7]. The types of these functions are:

\[
\begin{align*}
\text{binary}_\text{op}(\circ, \text{t}) & : \text{range}(\text{t}) \times \text{range}(\text{t}) \to \text{range}(\text{t}) \\
\text{unary}_\text{op}(\bullet, \text{t}) & : \text{range}(\text{t}) \to \text{range}(\text{t}) \\
\text{cast}(\text{t}', \text{t}) & : \text{range}(\text{t}') \to \text{range}(\text{t})
\end{align*}
\]
To prove the Toy security type system sound against the formal semantics of Toy, the precise computations, which \textit{unary\_op}, \textit{binary\_op} and \textit{cast} perform, are not very interesting because the security type system abstracts from the concrete operations anyway. The security type system pessimistically assumes that any information of the parameters of these functions is encoded in their results. The security type system is therefore sound as long as semantic operations are total\(^9\). That is, they are defined for all possible input parameters. There are two points to notice about the Toy expression semantics:

1. All parameters and all results are provided in respectively stored to non-allocated temporaries. Therefore, Toy expressions are not recursive. More precisely, all expressions terminate in one step; and

2. In between any two atomic steps of the to-be-checked program, an arbitrary amount of steps of concurrently executing threads can execute. The relation \(\rightarrow_{ext(io)}\) captures their behavior.

We shall return to the latter point in Section 4.5.4.3.

4.5.3.2. Statements

Figure 4.3 presents the small step semantics of Toy statements. The transition relation \(\rightarrow_c\): \(\text{Statement} \times \text{State} \rightarrow \text{Statement} \times \text{State}\) evaluates one atomic step of the program \(c\) on the state \(s\). Thereby, it produces a new program \(c'\), which contains the remaining steps of \(c\) and a new state \(s'\), which results from executing the selected step of \(c\) on \(s\). Hence, transitions have the form \((c, s) \rightarrow_c (c', s')\). The semantics is quite standard: \(e^2_{s} (n_{nt} = e^t)\) executes the expression \(e^t\), \textbf{skip} returns the result of \(\rightarrow_{ext(io)}\), \(v = n^t\), and \(*(n_{addr}) = n^t\) update \(s'mem\) as expected. \(e^2_{s}, \text{skip}, v = n^t\) and \(*(n_{addr}) = n^t\) complete in one step. Therefore, they all transition to the empty statement \(\varepsilon\).

In the semantics of if\((n^\text{bool})\{c_1\}\text{else}\{c_2\}\) and in the semantics of \(c_1[]c_2\), the execution of \textbf{skip}_n statements balances the atomic step count \(s'ip\). Otherwise, the semantics of if is standard: dependent on the result of \(n^\text{bool}\), either the if-branch \(c_1\) or the else-branch \(c_2\) remains as the program to be executed.

For the analysis of shared-memory programs, a balanced atomic step count is helpful to avoid unwanted correlations of memory accesses after executing if-statements with unbalanced branches. By balanced, I mean that both branches of an if-statement take the same amount of atomic steps to execute. With the definition in Section 4.5.4.3, it is easy to see that allowing concurrently executing threads to preempt a skip\(_n\) statement multiple times is equivalent to allowing these threads to preempt skip\(_1 = \text{skip}\). Essentially, \(\rightarrow_{ext(io)}\) allows concurrently executing threads to execute non-deterministically for a not further specified amount of time. Therefore, provided that the to-be-checked program does not do anything, we can always summarize the executions of multiple preemptions into the executions of one single preemption.

The Toy semantics of while-loops is defined by the unfolding rule: execution of a while-loop is equivalent to executing an if-statement, which checks the condition of the while-loop and executes the body plus the while-loop if the condition evaluates to true and which finishes the loop otherwise. However, in our specific setting, only terminating system calls or server invocations are analyzed. Therefore, we can reap-benefit of correct loop-bound analyses (see Section 2.4.8) to obtain a much simpler semantics for terminating while-loops.

\(^9\)Pottier and Simonet [PS03] apply the same trick to simplify their semantics of ML.
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The notation for memory reads and updates and for \( \rightarrow_{ext(io)} \) used to resolve the control-flow non-determinism of the Toy statements \( \lbrack \cdot \rbrack \) and \( \lbrack \cdot \rbrack \) (see Section 4.5.3.3).

Figure 4.3.: Small Step Semantics of Toy Statements

The notation for memory reads and updates and for \( \rightarrow_{ext(io)} \) are as described for Figure 4.2. The oracle \( \text{pick} \) is used to resolve the control-flow non-determinism of the Toy statements \( \lbrack \cdot \rbrack \) and \( \lbrack \cdot \rbrack \).
Let \( i = \text{loop-bound}(s';ip) \) be the upper bound on the number of iterations of the while loop \((\text{while}(n^{\text{bool}}\{c\}, s)\) as returned by the used loop-bound analysis. Then, \(\text{while}(n^{\text{bool}}\{c\})\) can be written as \(\text{while}'(n^{\text{bool}}\{c\})\) with the following evaluation rules:

\[
\begin{align*}
\text{while: while}^0 & \quad (\text{while}^0(n^{\text{bool}}\{c\}, s) \rightarrow_c (\text{skip}, s) \\
\text{while: while}' & \quad (i > 0) (\text{while}'(n^{\text{bool}}\{c\}, s) \rightarrow_c (\text{if}(n^{\text{bool}}\{c\}; \text{while}'^{-1}(n^{\text{bool}}\{c\}), s))
\end{align*}
\]

The consequences for the Toy security type system are the following. After applying the rule \(\text{while: while}'\) \(i\) times, the to-be-checked Toy program contains only if-statements (and \(\text{while}^0 = \text{skip}\)) instead of \(\text{while}(n^{\text{bool}}\{c\})\). Hence, the more precise typing rule for if-statements can be used to check the program for illegal information flows. Although their addition would be sound, a security type system for low-level operating-system code does not necessarily require typing rules for true while loops such as Rule C4 and Rule C4’ in Figure 2.2 on page 28.

The semantics of the sequence statement \(c_1; c_2\) is standard. It evaluates first \(c_1\) until no more atomic steps are left on the left side of \(;\) (i.e., until \(\epsilon; c_2\) remains to be executed). At this time, the rule \(\epsilon\text{[epsilon comp]}\) collapses \(\epsilon; c_2\) to \(c_2\).

### 4.5.3.3. Control-Flow Non-determinism in Toy

The intuition behind control-flow non-determinism is that it represents under-specification, which can be resolved by the implementor or by some mechanism at run-time. For example, we have seen that the evaluation order of most C++ expressions is non-deterministic. The compiler resolves this non-determinism by putting the corresponding assembler statements into the binary in a particular order. The interleaving of hardware side effects with the program control flow is typically resolved by a run-time mechanism. For example, the interleaving of reads and writes of the to-be-checked program with DMA memory accesses is resolved at runtime by the arbitration logic of the memory bus and by the processor caches.

Toy implements two non-deterministic statements: \(\gamma\) and \(\parallel\). The statement \(c_1\gamma[c_2\] either resolves to \(c_1\) or to \(c_2\), the choice of which is non-deterministic. As a consequence, indeterminately sequenced composition \(c_1\diamond c_2\) either executes \(c_1\) before \(c_2\) or \(c_2\) before \(c_1\) (i.e., \(c_1\diamond c_2 = c_1; c_2\gamma[c_2; c_1]\)). Parallel composition \(c_1\parallel c_2\) produces an arbitrary interleaving of \(c_1\) and \(c_2\). For that, either \(c_1\) is chosen non-deterministically to execute one step or \(c_2\) is chosen to advance by one step. Like if-statements, \(c_1\gamma[c_2\] balances the atomic step count \(s';ip\) by executing \(\text{skip}\) statements after \(c_1\), respectively after \(c_2\).

To formalize these non-deterministic binary choices, I use an arbitrary but fixed function \textit{pick}, which acts as an oracle and which either returns \textit{true} or \textit{false}. In the definition of \textit{pick}, it is tempting to choose \textit{State} as the domain of this function. However then, refinements of \textit{pick}(s) can depend their decisions on arbitrary secrets in \(s\).

\[\text{The monotonic atomic step count } s';ip, \text{ which is part of the state } s, \text{ ensures that a Toy program never returns to the same state.}\]
Consider for example the following program \( p \):

```plaintext
int a;
int l;
(a = h) \parallel (l = 0) [\parallel] (l = 1)
```

Intuitively, one would expect this program to be secure because only constants are assigned to the low-observable variable \( l \). However, if an implementor decides to resolve the non-deterministic choice such that it favors \( l = 0 \) if, let’s say, \( a < 5 \) and in favor of \( l = 1 \) otherwise, information about the value in \( h \) can be leaked.

To avoid these complications, Lowe [Low04] introduces a marker scheme, which ensures that non-deterministic choices are always resolved in the same way. Based on this marker scheme, \([\parallel] \) is marked as a non-deterministic choice that evaluates independently from the non-deterministic choice that determines the interleaving with \( a = h \). In this work, I adopt the same principle idea by allowing \( \text{pick} \) to depend only on markers of the form \( \gamma \), respectively on markers of the form \( \gamma_i \) for parallel composition. Hence, \( \text{pick} \) is a function of type \( \text{Marker} \rightarrow \text{bool} \).

In the transition rule of \( \parallel \), the non-determinism cannot be resolved immediately as it is the case for \([\parallel] \) and hence also for \( \diamond \). As a consequence, we cannot apply the same simple marker scheme because transition rules of the form:

- \([\text{parallel left: } c_1 \parallel c_2] \quad \text{pick}(\gamma) = \text{true} \quad (c_1, s) \rightarrow_e (c'_1, s') \quad (c_1 \parallel c_2, s) \rightarrow_e (c'_1 \parallel \gamma c_2, s')\)
- \([\text{parallel right: } c_1 \parallel c_2] \quad \text{pick}(\gamma) = \text{false} \quad (c_2, s) \rightarrow_e (c_2', s') \quad (c_1 \parallel c_2, s) \rightarrow_e (c_1 \parallel \gamma c_2', s')\)

would always pick atomic steps of one of the statement \( c_1 \) respectively of \( c_2 \). To avoid these complications, I use markers of the form \( \gamma_i \), which keep track of the so far executed atomic steps in \( c_1 \parallel c_2 \). Initially, \( \text{Toy} \) programs contain only parallel-composition statements of the form \( c_1 \parallel \gamma_0 c_2 \).

For the definition of \( \rightarrow_{\text{ext}(io)} \), which completes the formal semantics of \( \text{Toy} \), we have to characterize the interactions between concurrently executing threads and the to-be-checked program. These interactions can be through shared memory or through other shared kernel objects.

### 4.5.4. Shared Memory

In the information-flow analysis of the microkernel and of its multi-level servers, it is our primary concern to establish that:

1. the checked program \( p \) does not leak internal secrets; and
2. the checked program \( p \) does not forward secrets from one client to another client unless the latter is cleared for this information.

To enforce the second point, we have to characterize the possible information flows between clients of the checked program and between the checked program and these clients. Let us first focus on information flows through shared memory.

Clients with read authority to some memory page, which is mapped to the checked program’s address space, can learn any information about the data that \( p \) stores in this page. This is of course provided the location is not locked or provided the client accesses the memory location
without first acquiring the lock. In the latter case, I say the client does not adhere to the locking discipline for this memory location.

When scheduled, a client may forward any information it can read over any channel that is available to it. Moreover, it may store the read information to forward it at a later point in time. Similar to reading shared memory, a client with write access to a shared page can write previously learned information in this page. The encoding of this information can thereby be arbitrary. Apart from that, if a client is authorized to access a page but if it did not yet exercise this authority to obtain a respective capability, it may first request such a capability and then access the referred page. In this case, I say the client has potential access to the page.

4.5.4.1. A Formal Model of Shared Memory Interactions

To formalize the interactions through shared memory, we have to characterize the propagation of information in the addresses of \( p \) that are read shared with other threads. This information can propagate over a chain of communicating threads into write-shared addresses. The threads in this chain may remember previously read information. The relation \( \text{effects}_p \) formalizes this propagation of information:

**Definition 19. Effects**

Let \( p \) be the checked program, \( T \) the set of threads that directly or indirectly interact with \( p \). \( R^p \subseteq A \) is the subset of addresses \( A \) of \( p \) to which \( \tau \in T \) has potential read access. \( W^p \subseteq A \) denotes the set of potentially write-shared addresses with \( \tau \). The relation \( \tau \text{ can\_send}^* \tau' \) holds if \( \tau \) can directly or indirectly send to \( \tau' \). Then, concurrently executing threads can forward information in the read-shared address \( a \) to the write-shared address \( a' \) if \( a \) and \( a' \) are related by:

\[
a \text{effects}_p a' \iff \exists \tau, \tau' \in T. a \in R^p \land a' \in W^p \land \tau \text{ can\_send}^* \tau'
\]

The relation \( \text{can\_send}^* \) is the transitive, reflexive closure of \( \text{can\_send} \). \( \tau \text{ can\_send} \tau' \) denotes that \( \tau \) can directly send information to \( \tau' \) without the help of a third thread. For the time being, this is the case if \( \tau \) has write access to some memory to which \( \tau' \) has read access.

Obviously, an information-flow analysis of \( p \) is only sensible if \( p \) is checked against an environment that does not already allow security policy violating information flows. Otherwise, the analysis would reject \( p \) as potentially insecure even if \( p \) is not involved in the leakage of any information. Definition 20 formalizes this requirement:

**Definition 20. Proper System Configuration**

The set of concurrently executing threads \( T \) is properly configured if it fulfills the following condition:

\[
\forall \tau, \tau' \in T. \tau \text{ can\_send}^* \tau' \Rightarrow \text{dom}(\tau) \leq \text{dom}(\tau')
\]

Like before, \( \text{dom}(\tau) \) is the classification of the thread \( \tau \).

4.5.4.2. Locking Shared-Memory Addresses

Provided that concurrently executing threads adhere to the locking discipline, locks can temporarily protect the data stored in shared-memory addresses. However, at the same time, many lock implementations reveal when the checked program \( p \) holds such a lock. Moreover, shared memory can reveal when \( p \) holds a lock even if the lock itself hides this fact.

To avoid information leakage due to lock acquisition, a common approach is to classify locks and to reject programs that acquire locks in secret contexts. For example, Sabelfeld [Sab01a]
rejects programs that acquire locks in any context except the lowest classified context ⊥. Russo et al. [RS09] tolerate acquisitions in higher classified contexts only if the scheduler is signalled to prevent the interleaved execution of lower classified threads together with higher classified threads. In our setting, there is a further alternative. In Section 3.7, we have seen two lock implementations that, when used in combination with the proposed information-flow secure scheduler, do not reveal whether a lock is held by another thread. These locks can be taken by any thread and in any context. Let us therefore focus on locks of this latter class.

Even though the lock itself may not reveal when it is taken, shared-memory accesses may leak this information. Consider for example the following program \( p \) with two shared-memory variables \( \text{shm}_a \) and \( \text{shm}_b \) and a lock \( l \) that protects \( \text{shm}_a \):

```
shm_a = 0; shm_b = 0;
if (h) {
    lock(1);
    shm_b = 1;
    shm_b = 2;
    unlock(1);
} else {
    shm_b = 1;
    shm_b = 2;
}
l = shm_a;
```

Intuitively, one would accept this program as secure unless a concurrently executing thread \( \tau \) with potential write access to \( \text{shm}_a \) has access to high-classified information. Even if \( \text{shm}_b \) is only read shared with \( \tau \), one would consider \( p \) as secure because \( p \) executes \( \text{shm}_b = 1; \text{shm}_b = 2; \) independent of the value of \( h \). However, if the concurrently executing thread \( \tau \) executes the program \( q \):

```
old = shm_b;
while(old != shm_b) {
    lock(1);
    shm_a++;
    unlock(1);
    old = shm_b;
}
```

the value of \( h \) may be leaked to \( l \). If \( h == \text{false} \) and \( \tau \) preempts the execution of \( p \) before Line 8, immediately after Line 9 and again after Line 10, \( \tau \) detects two modifications of \( \text{shm}_b \) and updates \( \text{shm}_a \) twice. If, on the other hand, \( h == \text{true} \) and \( \tau \) preempts the execution of \( p \) before Line 4 and immediately after Line 5, it detects the change from \( \text{shm}_b == 0 \) to \( \text{shm}_b == 1 \), however before it can execute \( \text{old} = \text{shm}_b \) it has to wait for \( p \) to release the lock on \( \text{shm}_a \). Similarly, if \( \tau \) preempts the execution of \( p \) immediately after Line 6, it only detects the change from \( \text{shm}_b == 0 \) to \( \text{shm}_b == 2 \). Hence, it increases \( \text{shm}_a \) only once. If \( p \) would also lock \( \text{shm}_a \) while executing \( \text{shm}_b = 1; \text{shm}_b = 2; \) in the else branch, a low-classified observer is no longer able to distinguish the two branches.
In this thesis, I will therefore focus on \textit{lock}-similar programs.

\textbf{Definition 21. Lock-similar programs}

A program \( p \) is \textit{lock} similar if in any two states \( s \) and \( t \) with identical atomic-step count \( s'ip, t'ip \) holds the same locks.

Let \( L_p \) be the set of locks that \( p \) may acquire. The function

\[
\text{locks}_p : \mathbb{N} \rightarrow \wp(L_p)
\]

(4.6)

denotes for each atomic step \( i \in \mathbb{N} \) the locks held by \( p \). The function

\[
\text{locked \_addresses}_p : L_p \rightarrow \wp(A)
\]

(4.7)

defines for each lock \( l \) the subset of the addresses in \( A \), which this lock protects. Only those addresses \( a \) are considered as locked addresses that are shared with threads that adhere to the locking discipline. That is, such an adhering thread \( \tau \) guarantees not to access \( a \) while the protecting lock \( l \) is held by \( p \).

Certain locks enforce an adherence to the locking discipline even if unchecked and thus potentially untrustworthy programs attempt to access shared data. For example, the disabling of preemptions on a uniprocessor systems protects all memory addresses that are not DMA accessible. A server, which grants access to lock-protected memory only to the current lock holder and which guarantees not to access locked pages, implements a similar protection.

Alternatively, programs can be statically checked for correct lock usage. For example, in [IK08], Iwama and Kobayashi present a type system, which performs such a check for Java bytecode.

Because lock-protected addresses can only be accessed by \( p \), they are temporarily only accessible by \( p \). The function \( \text{local}_p \) combines \( \text{locks}_p \) and \( \text{locked \_addresses}_p \) to denote these addresses.

\textbf{Definition 22. Local Addresses}

The function \( \text{local}_p \) defines for each step, which addresses are protected by a lock that \( p \) holds. It is defined as:

\[
\text{local}_p : \mathbb{N} \rightarrow \wp(A)
\]

\[
\text{local}_p(i) := \bigcup_{l \in \text{locks}_p(i)} \text{locked \_addresses}_p(l)
\]

The functions \( \text{locks}_p \) and \( \text{locked \_addresses}_p \) are given by Equation 4.6 and Equation 4.7, respectively. For an address to be in \( \text{locked \_addresses}_p \), it must be shared only with those threads that adhere to the locking discipline.

\section*{4.5.4.3. Input Non-Determinism and Concurrently Executing Threads}

Unless the to-be-checked program \( p \) holds a lock for an address \( a \), all concurrently executing threads \( \tau \in T \), which share \( a \) in a writable fashion, can write an arbitrary value to \( a \). In particular, they may store in \( a \) an arbitrary encoding of information they have learned from the previous execution of \( p \) or from other threads. They may however also decide to leave \( a \) unchanged.

To formalize these inputs let me introduce a second oracle: the input oracle \( \text{io} \). The function \( \text{io} \) returns for each write-shared address \( a \in \bigcup_{\tau \in T} W_p \) either a value of type \( \text{Bit} \) or the special symbol \( \text{nil} \) to denote that \( a \) is not modified. I assume that \( \text{nil} \) is not contained in the set \( \{0, 1\} \).
Hence, the type of the co-domain of \(\text{io}\) is \(\text{Address} \rightarrow \{0, 1\} \cup \text{nil}\). Obviously, several threads may modify an address \(a\) in between two atomic steps of the to-be-checked program \(p\) and each such thread may modify \(a\) several times. Therefore, if \(\text{io}\) returns a value of type \(\text{Bit}\) for \(a\), I assume that this value reflects the last modification of \(a\) prior to \(p\) resuming its execution.

The challenge in the definition of \(\text{io}\) is to allow for both, arbitrary encodings and \(l\)-similar inputs, if the information-flow analysis checks \(p\) for information leakage to \(l\)-classified observers. We shall return to this last point in Section 4.6.3. For now, let \(\text{io}\) be an arbitrary but fixed function with the three parameters \(l, L, i\), where \(s\) is a state, \(i = s'ip\), \(l\) is the observer secrecy level, and \(L^i\) is the secrecy level of the learned secrets that can be returned to \(a\). In Section 4.6, I shall introduce learned secrets in greater detail.

The rule for updates of write-shared memory addresses by concurrently executing threads follows from \(\text{local}_p\) and from the input oracle \(\text{io}\):

**Definition 23. Shared-Memory Updates by Concurrently Executing Threads**

Let \(T\) be the set of concurrently executing threads, \(W^p_\tau\) the set of write-shared addresses with such a thread \(\tau \in T\), and let \(\text{io}\) be an input oracle. Then, the transition rule for concurrently executing threads \(\rightarrow_{\text{ext}(\text{io})}: \text{State} \rightarrow \text{State}\) is defined as follows:

\[
\begin{align*}
  s & \rightarrow_{\text{ext}(\text{io})} s' \\
  \text{where} & \\
  s' & = s \\
  \begin{cases}
    \text{ip} & \mapsto \text{ip}(s) + 1 \\
    \text{mem} & \mapsto \lambda a. \\
    \begin{cases}
      \text{io}(l, L, s)(a) \neq \text{nil} & \text{if } a \notin \text{local}_p(s'ip) \land \text{register}(a) = \text{Phys}\_\text{Mem} \\
      a \in \bigcup_{\tau \in T} W^p_\tau & \text{otherwise}
    \end{cases}
  \end{cases}
\end{align*}
\]

This completes the definition of the \(\text{Toy}\) semantics except that we have to notice that threads can exchange information also via other shared kernel or server objects.

**4.5.4.4. Other Kernel Objects**

In the relation \(\text{can}_\text{send}\) and hence in \(\text{effects}_p\), we have so far only considered information flows through shared memory. In this section, I extend \(\text{can}_\text{send}\) to also consider information flows through shared kernel or server objects.

In situations where a concurrently executing thread \(\tau\) causes the modification of a variable of a kernel or server object, \(\tau\) may leak confidential information into this object. Now, if another concurrently executing thread \(\tau'\) obtains read access to the same variable of the same object, or if it can otherwise learn about the information in this variable, \(\tau\) can send information to \(\tau'\). Thereby, the shared variable can reside in the objects that are targeted directly by the capabilities with which \(\tau\) respectively \(\tau'\) invoke their system calls or server invocations. Or, the variable can reside in an object that is related to the targeted object. To detect these information flows, the respective system calls (or server invocations) can be checked with the security type system for \(\text{Toy}\).
If these calls are checked with the universal lattice for shared-memory programs (Definition 16), \( \tau \) can send to \( \tau' \) if the following two conditions hold:\footnote{As before, I assume that a suitable timing-leak transformation eliminates all possible timing leaks}:

1. If the identifier or a variable of a placeholder object appears in a secrecy level of the output parameters of the call \( \tau' \) invokes, \( \tau' \) can read this parameter. Remember that, in a check with the universal lattice, a secrecy level is the set of variable identifiers that contribute to the stored result respectively the set of pairs of variable identifiers and step counts if the identifier denotes a shared-memory variable.

2. The thread \( \tau \) may write information to one of these variables if the secrecy level of this variable contains an input parameter of the system call or of the server function \( \tau \) invokes.

If these two conditions hold, I extend the relation \( \text{can\_send} \) by the pair \( (\tau, \tau') \). That is, in the extended relation it holds that \( \tau \text{ can\_send} \tau' \). To give an example of such a leakage, let us consider IPC between \( \tau \) and \( \tau' \). If \( \tau \) invokes the IPC-send operation on a suitable communication channel on which \( \tau' \) is receiving, the kernel modifies a kernel object that is related to this communication channel: the message registers in the UTCB of the receiver \( \tau' \).

In situations where the checked program \( p \) invokes a system call or server function to read or write a variable in a shared kernel object, I propose to extend the set of read-shared addresses \( R^p_\tau \) respectively the set of write-shared addresses \( W^p_\tau \), in a similar way. More precisely, if the information-flow analysis of this call reveals an information flow from the input parameters into some shared kernel object, I propose to extend the set of addresses \( A \) with the addresses of a placeholder object that is large enough to hold the input parameters of \( p \)'s invocation. If the concurrently executing thread \( \tau \) is able to learn information about such an input parameter, the address of this parameter in the placeholder object is added to the set \( R^p_\tau \). This way, \( \text{effects}_p \) correctly captures the propagation of this parameter. In the analysis of \( p \), the actual code of the system call can thereby be replaced with a simple marshalling operation, which collects all input parameters and stores them into the placeholder object. The case where \( p \) reads from a shared kernel or server object works accordingly.

### 4.5.5. C++ to Toy

With sequential, parallel and indeterminately sequenced composition, the translation of the C++ low-level language constructs to Toy is straightforward. Consider for example the simple pointer program \( p \) in Figure 4.4. According to the C++ standard, the value computation \( *a + b \) and the address computation \( *c \) are both sequenced before the side effect \( *c = *a + b \). The value computations \( *a + b \) and \( *c \) are unsequenced \cite[§ 5.17 pt 1]{PC09}. Similarly, \( a \) and \( b \) are sequenced before \( *a + b \) but otherwise unsequenced. Assuming that the result of \( *a + b \) can directly be stored in \( c \), the corresponding Toy program is given by Equation 4.8 respectively by the dependency graph on the right side in Figure 4.4.

\[
p := (((n_{[b]} = b \parallel (n_{[a]} = a ; n_{[sa]} = *(n_{[a]}))) ; n_{[+] = n_{[sa]} + n_{[b]}}) \parallel \\
(n_{[c]} = c ; n_{[sc]} = *(n_{[c]}))) ; n_{[+] = n_{[c]}})
\]

(4.8)

For a better readability, I have omitted all \( e2s \) conversions, expression types \( t \) and markers \( \gamma \). The result parameter \( n_{[+]}^c \) of an expression \( e^t \) is denoted by \( n_{[e]}^c \). For example, \( n_{[+]} \) holds the result of \( *a + b \).
4.5. SYNTAX AND SEMANTICS OF TOY

To allow the compiler to optionally allocate the integer result \( n[\ast c] \) in the general purpose register \( eax \), we have to adjust \( p \) as follows:

\[
p; \text{skip}[](eax, 0) = n_{\ast c}
\]

If the non-deterministic choice \( [ \) evaluates to \( \text{skip} \), the result remains only in \( n[\ast c] \). If it evaluates to \( (eax, 0) = n_{\ast c} \), the integer result in \( n[\ast c] \) is stored to the address \( (eax, 0) \), that is, to register \( eax \) at offset 0.

Because registers are explicitly contained in the type \texttt{Address} of the Toy memory model, the translation of inline assembler instructions to Toy programs is straightforward as long as jumps are trivial. GCC explicitly connects asm statements with the surrounding C++ program by specifying which registers and addresses hold the input and output parameters of asm statements. In addition, asm statements make explicit which of the non-output registers are potentially modified. These registers appear in the clobber list of the asm-statement. For example, the inline assembler statement in

```c
bool Atomic::bit_test_and_clear(word & value, unsigned char bit) {

    bool result;

    asm volatile(" btr %2, %1 ">
        : /* out */        "=a" (result), "+m" (value)
        : /* in */        "b" (bit)
        : /* clobber */    "cc" );

    return result;
}
```

translates into
In Section 4.4, I assumed that jumps in the inline assembler statements of the to-be-checked operating-system code can trivially be replaced with corresponding if-statements or while-loops.

To translate C++ control-flow statements to Toy, we have to realize that switch can be expressed as a sequence of if-statements:

```c++
switch (c) {
    case 'a':
        /* a */
        ...
        /* b */
    case 'b':
        /* b */
        ...
        break;
    default:
        /* default */
        ...
};
```

In this example, the code of the second case (case 'b':) is copied into the first case (case 'a':). This is to reflect that the first case does not terminate with a break statement. Similarly, do and for [PC09, § 6.5.3 pt 1] can be expressed as while loops:

```c++
do { stmt; } while ( cond ); = stmt; while( cond ) { stmt; }
```

and

```c++
for ( init ; cond ; expr ) [ stmt; ] = init ; while ( cond ) { stmt ; expr }
```

The C / C++ statements break [PC09, § 6.6.1], continue [PC09, § 6.6.2], and return [PC09, § 6.6.3] terminate loops respectively functions prematurely. Typically, these statements appear in the body of an if-statement. As a consequence, subsequent statements are not executed if the respective branch is taken. Information about the conditions that have lead to the execution of this branch can be leaked because premature terminations prevent the execution of externally visible side effects in the skipped statements. Unfortunately, subsequent statements are in general not at the same nesting level as the break. Hence, skipped code cannot always be placed into the else-branch of the if-statement that contains such a premature termination. The following program p demonstrates this points.
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To correctly characterize the information flows due to premature termination, I introduced the special register `Prem`. Whenever a to-be-checked program contains a statement, which terminates parts of the program prematurely, the corresponding `Toy` program updates the register `Prem` with the cause of this termination. The translation places all code that follows this premature termination in the branch of if-statements, which check for the absence of this cause. As a result of this conversion, programs with premature terminations can be checked with a security type system that has no specific rules for these terminations. The implicit information flow is thereby characterized by the secrecy level of the cause in `Prem`. Applied to the above program `p`, the transformation produces the following code:

```plaintext
while (l) {
    if (l) {
        if (h) {
            break;
        }  
        l = 5;
    }  
    l = 7;
};
```

As mentioned at the beginning of Section 4.5, I assume that the translation inlines function calls and bodies.

4.6. Learned Secrets

Before we can turn into formalizing the security type system for `Toy`, we first have to understand which information concurrently executing threads can learn from the read-shared addresses and, consequently, which information they may return to the addresses they share with the to-be-checked program `p` in a writable fashion.

4.6.1. Secrets of the Initial State

Initially, before the to-be-checked system call or server invocation `p` starts, concurrently execution threads `τ ∈ T` can have learned confidential information from each other and placed this information into the writable addresses they share with `p`.
Definition 24. Initially Learned Secrets

Let \( T, W_p^p, \text{can\_send}^* \) be defined as in Section 4.5.4.1. Let further \( l_0(\tau) \leq \text{dom}(\tau) \) be the least upper bound of the secrecy levels of information \( \tau \) has accessed before \( p \) starts. I assume \( \tau \) accesses any information in the directly or indirectly read-shared addresses of \( p \). Then, \( L^0 \) denotes the secrecy levels of information that threads in \( T \) may have learned prior to the start of \( p \) and that they may have directly or indirectly written to the write-shared addresses of \( p \). It holds that

\[
\forall a \in \bigcup_{\tau \in T} W_p^p \cdot L^0(a) = \bigcup_{\tau \in T} l_0(\tau)
\]

where \( T_W(a) := \{ \tau \in T | \exists \tau' \in T. \tau \text{can\_send}^* \tau' \wedge a \in W_p^{p'} \} \) is the set of threads that can potentially write to \( a \). I call \( L^0 \) the learned secrets of the initial state before \( p \) starts executing. The learned secrets of non-write-shared addresses are undefined (i.e., the domain of \( L^i \) ranges over the addresses in \( \bigcup_{\tau \in T} W_p^p \)).

Based on the definition of the initially learned secrets, we can now define the secrecy levels of the initial typing environment \( M^0 \). It contains the secrecy levels of all addresses before \( p \) starts executing.

Definition 25. Initial Typing Environment

Let \( L^0 \) be the initially learned secrets (see Definition 24). Let further \( m_0 \) denote the initial secrecy levels of the addresses of \( p \). Then, because I assumed threads to have accessed read-shared information of \( p \), \( m_0(a) \leq l_0(a') \) holds for read-shared addresses \( a \) with a effects\(_p\) \( a' \) and

\[
\forall a \in A. M^0(a) = \begin{cases} L^0(a) & \text{if } a \in \bigcup_{\tau \in T} W_p^p \\ m_0(a) & \text{otherwise} \end{cases}
\]

holds for the typing environment of the initial state before \( p \) starts executing.

4.6.2. Evolution of Learned Secrets

Once \( p \) has started executing, the information at read-shared addresses and hence the learned secrets may change. If \( p \) writes confidential data to a non-local read-shared address, information about this data may propagate to all threads that have direct or indirect read access to this address and to all addresses of \( p \) that these threads can directly or indirectly write. To reflect this change, I maintain a second dynamic mapping of secrecy levels — the learned secrets \( L^i \) — in the control-flow-sensitive security type system, which I shall introduce in Section 4.7. The first dynamic mapping is the typing environment \( M^i \).

Definition 26 contains the update rule for the learned secrets \( L^{i+1} \). It is based on the learned secrets of the previous state \( L^i \) and on the typing environment \( M^{i+1} \).
4.6. LEARNED SECRETS

Definition 26. Update of Learned Secrets
Let \( L^i \) be the learned secrets \( L^i \) of the checked program \( p \) before \( p \) executes the atomic step \( i \) and let \( M^{i+1} \) be the typing environment after \( p \) has executes this atomic step \( i \). Then, it holds for the learned secrets \( L^{i+1} \) that:

\[
\forall a' \in \bigcup_{\tau \in T} W^p_\tau, \quad L^{i+1}(a') = L^i(a') \sqcup \bigcup_{a \in R_{\text{Eff}}(a', i)} M^{i+1}(a)
\]

In this equation, \( R_{\text{Eff}}(a', i) := \{ a \in \bigcup_{\tau \in T} R^p_\tau \mid a \notin \text{local}_p(i) \land a \text{ effects}_p a' \} \) is the set of read-shared addresses \( a \) that are not lock protected during the atomic step \( i \) and that can effect the write-shared address \( a' \).

After \( p \) has executed the \( i \)th atomic step, a transition of concurrently executing threads follows. The secrets that these concurrently executing threads may learn from \( p \) is the data on non-local read-shared addresses. In addition, concurrently executing threads may remember previously learned secrets. Therefore, the secrecy level of the information these threads may propagate to a write-shared address \( a' \) is the least upper bound of the previously learned secrets \( L^i(a') \) and of the new information in read-shared addresses \( a \) with \( a \text{ effects}_p a' \). This leads to the update rule for the typing environment \( M^i \), that is, to the typing rule for \( \rightarrow_{\text{ext}(i)} \).

Definition 27. Typing Environment Update by Concurrently Executing Threads
Let \( A \) be the set of addresses, \( L^i \) the learned secrets for step \( i \) and \( M^i \) the typing environment that contains the secrecy levels of the previous step of the to-be-checked program \( p \). Then, it holds for the typing environment \( M^{i+1} \) that:

\[
\forall a \in A. \quad M^{i+1}(a) = \begin{cases} 
M^i(a) \sqcup L^i(a) & \text{if } a \in \bigcup_{\tau \in T} W^p_\tau \land a \notin \text{local}_p(i) \\
M^i(a) & \text{otherwise}
\end{cases}
\]

\( M^i \) reflects the secrecy levels of information concurrently executing threads could have stored into write-shared variables. It is the input typing environment of the atomic step \( i + 1 \).

Given the typing environment \( M^i \), the typing rules of the security type system for \( \text{Toy} \), which I shall present in Section 4.7, produce the typing environment \( M^{i+1} \). Notice that the typing environment update rule for concurrently executing threads update the secrecy levels of non-local write-shared addresses in a weak fashion. That is, the update is with the least upper bound of both the old secrecy level \( M^i(a) \) and the learned secret \( L^i(a) \). This is to reflect that concurrently execution threads may also decide not to modify \( a \) in between the \( i \)th and the \( i+1 \)st atomic step of the to-be-checked program \( p \).

Because local addresses can only be accessed by \( p \), no secrets can be learned from local read-shared addresses and no learned secrets can be propagated into local write-shared addresses.

4.6.3. Constraining the Input Oracle to Produce \( l \)-Similar Inputs
To prove a security type system sound, we have to show for any observer that if the type system accepts a program \( p \), then this program is non-interference secure. For the latter, we have to show that executing \( p \) on any two \( l \)-similar initial states \( s^0 \) and \( t^0 \) produces \( l \)-similar states provided that inputs are \( l \)-similar as well. The challenge here is that the learned secrets and thereby the decision whether two inputs are \( l \)-similar changes during the execution of \( p \).

In [Völ08a], I characterized the inputs of concurrently executing threads with the help of three traces: two value traces, which contain arbitrary but fixed values; and one secrecy-level trace,
which contains an upper bound on the secrecy levels of these values. If the secrecy level of an address at the position \( i \) in the trace is lower than or equal to \( l \), the values for this address at \( i \) is set to be the same in the two value traces. I assumed the secrecy level of \( a \) at \( i \) to be lower than the learned secret \( L^i(a) \). However, a formal connection was not given.

To formally connect input values with learned secrets, I execute, in this work, \( p \) with two input oracles \( io \) and \( io' \) on the two \( l \)-similar initial states \( s^0 \) respectively \( t^0 \). In the definition of shared-memory updates by concurrently executing threads (Definition 23), I have mentioned an input oracle, which is a function from observer secrecy level \( l \), learned secret \( L^i \) and state \( s^i \) to a mapping \( \text{Address} \rightarrow \text{Bit} \cup \text{nil} \). Having formally defined learned secrets, we can now complete this definition. \( io \) and \( io' \) are two functions of the above type, which are passed as parameters to \( \rightarrow_{\text{ext}(io)} \) when \( p \) executes on \( s^0 \) respectively on \( t^0 \). The two functions \( io \) and \( io' \) are arbitrary but fixed except that they fulfil the following property:

**Definition 28. \( l \)-similar Input Oracles**

Let \( M^0 \) be the initial typing environment and let \( s^0 \sim_{l,M^0} t^0 \) indicate that the two initial states \( s^0 \) and \( t^0 \) are \( l \)-similar. Then the two input oracles \( io \) and \( io' \) must fulfil the following property:

\[
\forall i \in \mathbb{N}, a \in \bigcup_{\tau \in T} W^p_\tau, s^i, t^i. \\
\begin{align*}
& s^0 \rightarrow^p_\tau s^i \land t^0 \rightarrow^p_\tau t^i \land L^i(a) \leq l \Rightarrow io(l, L^i, s^i)(a) = io'(l, L^i, t^i)(a)
\end{align*}
\]

In the above equation, \( l \) is the secrecy level of the observer and \( L^i(a) \) is the learned secrets for the atomic step \( i \).

Definition 28 ensures that the two input oracles \( io \) and \( io' \) produce the same inputs whenever the learned secrets for a write-shared address \( a \) are lower than or equal to the observer secrecy level \( l \).
The use of $L^i$ in the above definition demands for a stepwise-interleaved evolution of $L^i$, $M^i$, $s^i$, and $t^i$. However, because $s^i$ and $t^i$ and hence the above evolution are required only for the soundness proof of the security type system, no overheads are imposed on an analysis with this type system.

Figure 4.5 illustrates this stepwise-interleaved evolution. Starting from $L^0(a) = M_0(a)$ for write-shared addresses $a$ and from two $l$-similar initial states $s^0 \sim_{L,M^0} t^0$, the evolution of $L^i$ proceeds in the following four steps:

- First, the typing environment $M^{i+1}$ is computed from $M^i$ and from $L^i$ using the typing environment update rule for concurrently executing threads (Definition 27);
- Then, the modifications of concurrently executing threads are propagated to the states $s^i$ and $t^i$ to produce $s^{i+1}$ and $t^{i+1}$ based on $L^i$ (Definition 23);
- After that, the typing rule for the atomic step $i$ advances $M^{i+1}$ to $M^{i+1}$ and the semantics rule for this atomic step advances $s^{i+1}$ to $s^{i+1}$ respectively $t^{i+1}$ to $t^{i+1}$ with the input oracles $io$ and $io'$, which in turn depend on $L^i$; and,
- Finally, $L^i$ is advanced to $L^{i+1}$ using $M^{i+1}$ (Definition 26).

Although the formalization of the concrete semantics of Toy relies on results from the security type system, it is well formed because the states $s^i$ and $t^i$ and hence also $s^{i+1}$ and $t^{i+1}$ rely only on results about the previous states: $L^i$, $M^i$, $s^i$, and $t^i$.

### 4.6.4. Example

To exemplify the use of learned secrets, let us return to the simple shared memory program $p$ of Section 4.2.4.1 where $shm$ is read-write shared with a high-classified program $q$, which so far has accessed only low-classified information:

```plaintext
1 tmp_a = shm;
2 shm = h;
3 shm = l;
4 tmp_b = shm;
5 l = tmp_a;
```

Is $p$ secure with regards to a low-classified observer? Because $q$ has so far only accessed low-classified information, the initially learned secrets of $shm$ $L^0(shm)$ are low unless $p$ would also share $h$ with $q$ in a read-shared fashion. Therefore, if we investigate the execution of $p$ from two $l$-similar initial states $s^0$ and $t^0$ with $s^0_m(h) \neq t^0_m(h)$, $M^2(tmp_a) = low$ and $s^0_m(tmp_a) = t^0_m(tmp_a)$ due to the constraint on the input oracles $io$ and $io'$.

Now, if $p$ assigns $h$ to $shm$ in Step 4 (Line 2), $M^4(shm) = high$. As a result, the learned secrets $L^4(shm)$ are updated to high as described in the update rule in Definition 26. Although $p$ resets $shm$ to the low value of $l$ in Step 6, $L^6(shm)$ remains high to reflect that $q$ may have remembered the previously assigned value of $h$. Hence, $M^7(shm) = high$ to reflect that $q$ may have returned information about $h$ before $p$ executes Step 7 in Line 4. The final typing environment $M^{10}$ contains the following secrecy levels:

- $M^{10}(tmp_a) = low$
- $M^{10}(l) = low$
- $M^{10}(shm) = high$
- $M^{10}(tmp_b) = high$
Hence, $p$ is secure with regards to a *low*-classified observer because $M'(i) \leq \text{low}$ for all $0 \leq i \leq 10$. However, if we would have assigned `tmp.b` to `l` instead of `tmp.a`, $p$ would have to be rejected due to the possible leakage of `h` to `tmp.b`.

### 4.7. Security Type System for Toy

This section presents the control-flow-sensitive security type system for the deterministic core of *Toy* and its PVS-based soundness proof.

There are two principle approaches to cope with the non-determinism in *Toy*:

- We may extend the security type system for the deterministic core with the standard typing rules for non-deterministic composition [Sab01b, pg. 45]; or,
- We may check all possible ways in which the control-flow non-determinism in the to-be-checked program can be resolved, one way at a time.

In the next section, I shall elaborate on these alternatives. Section 4.7.2 presents the typing rules of the control-flow-sensitive security type system for *Toy*. In Section 4.7.3, I prove these rules sound against the formal semantics of *Toy*, which I have introduced in the previous section.

#### 4.7.1. Control-Flow Non-Determinism

Obviously, the choice between checking control-flow non-determinism with the standard rules (e.g., Rule [ndet. choice] below) and checking all possible resolutions of this non-determinism involves a performance-precision tradeoff. To understand this tradeoff let us consider the following program $p$ with a non-deterministic choice in Line 4.

```plaintext
int a = h;
int b = h;

int * c = (b = 0, &a) [] (a = 0, &b);
*c = 0;

l = a;
```

It sets both $a$ and $b$ to 0 independent of how the non-determinism in Line 4 is resolved. Hence, $l$ reveals no secret information after $l = a$. $p$ is secure with regards to low-classified observers.

Control-flow-sensitive security type systems typically include the following standard rule [Sab01b, pg. 45] to check non-deterministic choices of the form $c_1[]c_2$:

$$\text{[ndet. choice]} \quad [l_{ip}] \vdash M \{c_1\} M'_i \quad i \in \{1, 2\} \quad M' = M_1 \sqcup M_2 \quad [l_{ip}] \vdash M \{c_1[]c_2\} M'$$

Applying this rule to the above program $p$, the results of typing `(b = 0, &a)` and `(a = 0, &b)` are merged into a single typing environment. As a consequence, the analysis of the remaining program `*c = 0; l = a` needs to be carried out only once. It is much quicker than if we would check the two resolutions of the control-flow non-determinism in Line 4 separately. However, in the typing environment $M_1$ (for `(b = 0, &a)`), the secrecy level of $a$ is high and the secrecy level of $b$ is low whereas in $M_2$ (for `(a = 0, &b)`), $a$ is low and $b$ is high. Hence, in the merged
tying environment $M'$, the secrecy levels of both $a$ and $b$ are high. The leads to the rejection of $p$ because $*c = 0$ in Line 6 cannot reduce $M'(a)$ to low. Because a correct points-to analysis cannot return more specific pointer targets than $*c \in \{a, b\}$, the typing rule for $*c = 0$ must perform a weak update on $M'(a)$ and $M'(b)$. Therefore, the secrecy level of $a$ is high for the check of $l = a$.

The two ways in which the non-deterministic choice in Line 4 of the above program $p$ can be resolved leads to the following two programs:

- $p_1 := c = (b = 0, &a); *c = 0; l = a;$ and

- $p_2 := c = (a = 0, &b); *c = 0; l = a;$. 

For the following two reasons, a separate information-flow analysis of these programs establishes the security of $p$. $p$ is secure because

1. only one of the variables $a$ and $b$ assumes the secrecy level high in the respective typing environment for the pointer assignment $c = (...)$; and because

2. in both programs, the target of $c$ can be determined precisely.

The costs of this precision double because two programs have to be checked instead of one.

4.7.1.1. Checking all Resolutions of Control-Flow Non-Determinism

$Toy$ clearly separates control-flow non-determinism and input non-determinism. The former is introduced in the three $Toy$ statements $c_1 \mid c_2$, $c_1 \triangledown c_2$ and $c_1 \parallel c_2$ and resolved by the oracle $pick$; the latter is resolved by the oracle $io$, which we have already discussed above.

The oracle $pick$ takes a marker $\gamma$ and returns either true or false. The semantics of $c_1 \mid c_2$, $c_1 \triangledown c_2$ and $c_1 \parallel c_2$ makes use of this decision to either favor the left statement $c_1$ or the right statement $c_2$. For a concrete instance of the oracle $pick$ we can therefore simplify the to-be-checked $Toy$ program to a program that contains no control-flow non-determinism. $c_1 \mid c_2$ simplifies either to $c_1$ or to $c_2$, $c_1 \triangledown c_2$ simplifies either to $c_1; c_2$ or to $c_2; c_1$, and $c_1 \parallel c_2$ simplifies to one concrete interleaving of the atomic steps in $c_1$ and $c_2$. 

A sound analysis must check all resolutions of the non-determinism in these statements. For example, if the program contains $c_1 \triangledown c_2$, both programs must be checked: the one containing $c_1; c_2$ and the one containing $c_2; c_1$.

In some situations, a checked program $p$ can be accepted as secure even if the check for some resolutions of the non-determinism in $p$ fails. For example, assume $c_1; c_2$ succeeds for a program, which contains $c_1 \triangledown c_2$, whereas the simplified version of $p$, which contains $c_2; c_1$, is rejected as potentially being insecure. If this situation occurs in the translated C++ operating-system code, compilers that avoid such an unsafe resolution can still produce an information-flow secure binary from $p$. If this situation occurs in a hardware side effect, architectures that avoid such an unsafe resolution can still run the binary of $p$ in an information-flow secure way. Because the translation from C++ to $Toy$ typically introduces non-determinism to allow for subsequent compiler optimizations, a failure to check all possible resolutions of this non-determinism typically only prevents the corresponding optimization. In hardware side effects
on the other hand, control-flow non-determinism is typically introduced to describe a hardware behavior whose implementation is typically not precisely known. A failure to check all possible resolutions of non-determinism in hardware side effects is therefore more critical.

4.7.1.2. Practicality

For the above example, the analysis worked because of the atomic steps that \( p \) executes, only one step involved a non-deterministic choice. In general, a program contains much more non-deterministic steps, which raises the question whether it is at all practical to check all possible resolutions of control-flow non-determinism.

In general, for an analysis of large programs with possibly non-terminating while-loops, the clear answer is “no”. However, in our setting, we seek to check only terminating system calls and server invocations, which contain no true while-loops. Hence, the number of atomic steps is bounded and small and so is the number of atomic steps that affect the control flow of the to-be-checked program in a non-deterministic way.

Also, it is straightforward to extend the security type system for \( \text{Toy} \) with the standard rule for non-deterministic choice [Sab01b, pg. 45], which would allow us to apply the above approach only to selected non-deterministic steps. The development of heuristics for when to apply the standard rules and when to check all possible resolutions of a non-deterministic statement, is left for future work.

4.7.2. Typing Rules for the Deterministic Core of \( \text{Toy} \)

The typing judgements of \( \text{Toy} \) statements \( c \) (and likewise of \( \text{Toy} \) expressions) have the form:

\[
[l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{c\} M^{i+k}, L^{i+k-1}, i+k
\]

Given a context secrecy level \( l_{ip} \) and the clearances \( M_c \) of potential observers of addresses \( a \in A \), a statement \( c \), which takes \( k \) atomic steps to execute, can be typed as follows. Starting from the typing environment \( M^i \) and the learned secrets \( L^{i-1} \), which correspond to the \( i^{th} \) atomic step of the to-be-checked program \( p \) (before the learned secrets have been updated with \( M^i \)), \( c \) can be typed if it modifies the addresses \( A \) such that their secrecy levels are those in \( M^{i+k} \) and the learned secrets are \( L^{i+k-1} \). The security type system establishes that the program \( p \) can be typed as \([l_{ip}, M_c] \vdash M^0, L^{-1}, 0 \{p\} M^{\mid p\}, L^{\mid p\|-1}, \mid p\mid \) where \( L^{-1} = L^0 \), then \( p \) is non-interference secure.

The typing rules of the control-flow sensitive type system for \( \text{Toy} \) have the following form:

\[
(M^{i+k}, L^{i+k-1}) = AI(c)(M^i, L^{i-1}, i) \quad M^{i+k} \leq^{i+k} M_c
\]

They consist of an abstract-interpretation part \( AI \), which describes the update of the dynamic secrecy levels in the typing environment \( M^i \) and in the learned secrets \( L^i \), and a clearance check \( M^{i+k} \leq^{i+k} M_c \), which checks whether all secrecy levels of non-local addresses in the resulting typing environment \( M^{i+k} \) are dominated by the clearance secrecy levels \( M_c \) of potential observers of these addresses. Notice that a clearance check is contained in all typing

\[12\] The index reduction by 1 is a technicality, which is required to combine the update rule for learned secrets (Definition 26) and the update rule for the typing environment (Definition 27) into the same typing rule. See Figure 4.5.
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rules. We shall return to this point in the machine-checked soundness proof in Section 4.7.3.3. The definition of \( \leq^{i+k} \) is given below.

Similar to Definition 25, it must hold that:

**Definition 29. Clearance of Read-Shared Variables**

Like before, let \( T \) be the set of concurrently executing threads, let \( R^p_\tau \) be the set of addresses that the to-be-checked program \( p \) shares in a readable fashion with \( \tau \in T \), and let \( \tau \) can\_send\_\* \( \tau' \) hold if \( \tau \) can directly or indirectly send to \( \tau' \). Then, for the clearance \( M_c(a) \) of read shared addresses \( a \), the following condition must hold:

\[
\forall a \in \bigcup_{\tau \in T} R^p_\tau. \ M_c(a) = \bigcap_{\tau \in T_R(a)} \text{dom}(\tau)
\]

In this definition, \( T_R(a) := \{ \tau \in T | \exists \tau' \in T. \tau' \text{ can}_\text{send}_\* \tau \land a \in R^p_\tau \} \) describes the set of threads that can directly or indirectly read the read-shared address \( a \).

The constraint in Definition 29 ensures that the clearance \( M_c(a) \) of a read-shared variable \( a \) is at most as high as the smallest secrecy level to which threads with direct or indirect read access to \( a \) are cleared. Clearly, the secrecy levels of initially-stored information must be dominated by the clearance \( M_c \). That is, \( M_0(a) \leq M_c(a) \) must hold for all addresses \( a \).

Unless \( p \) holds a protecting lock, concurrently executing threads may observe read-shared addresses after any atomic step of \( p \). Hence, we have to check every intermediate typing environment \( M^i \) to obey the clearance of non-local read-shared addresses [JPW05]. I write \( M^i \leq^i M_c \) to abbreviate:

\[
M^i \leq^i M_c := \forall a \in A. a \notin \text{local}(i) \land a \in \bigcup_{\tau \in T} R^p_\tau \Rightarrow M^i(a) \leq M_c(a)
\]

(4.9)

Figure 4.6 shows the typing rules for Toy expressions, the typing rules for Toy statements are shown in Figure 4.7.

The typing rule \( \{ l_{ip}, \ M_c \} \vdash M^{i}, \ L^{i-1}, \ i \{ \text{exp} \} M^{i}, \ L^{i}, \ i+1 \) combines the update rule for learned secrets (Definition 26), the update rule of write-shared addresses (Definition 27). In addition, it advances the atomic step count by 1. It is defined as follows:

**Definition 30. Typing Rule for Concurrently Executing Threads**

\[
\begin{align*}
L^i & = \lambda a' \in \bigcup_{\tau \in T} W^p_\tau. L^{i-1}(a') \sqcup \bigcup_{a \in R_{\text{Eff}}(a', i)} M^i(a) \\
M'^i & = \lambda a \in A. \left\{ \begin{array}{ll}
M^i(a) \cup L^i(a) & \text{if } a \in \bigcup_{\tau \in T} W^p_\tau \land a \notin \text{local}_p(i) \\
M^i(a) & \text{otherwise}
\end{array} \right\
\end{align*}
\]

[ext]

\[
\{ l_{ip}, M_c \} \vdash M^{i}, \ L^{i-1}, \ i \{ \text{ext} \} M^{i}, \ L^{i}, \ i+1
\]

In this typing rule, \( R_{\text{Eff}}(a', i) := \{ a \in \bigcup_{\tau \in T} R^p_\tau | a \notin \text{local}_p(i) \land a \text{ affects}_p a' \} \) is the set of read-shared addresses \( a \) that are not lock protected during the atomic step \( i \) and that can affect the write-shared address \( a' \) (see Definition 26), \( W^p_\tau \) and \( R^p_\tau \) denote the read respectively the write-shared addresses with \( \tau \).

Similar to the formal semantics of Toy, I use \( M^i \ [ (a) \mapsto l ] \) and \( \text{read}(t, a)(M^i) \) to denote updates respectively reads of the typing environment \( M^i \): \( M^i \ [ (a) \mapsto l ] \) updates \( M^i \) at
Like in the transition rules of the typing environment $M^i$ and $\text{read}(t, a)(M^i)$ to read the secrecy levels in $M^i$ that are stored in the support bits of the type $t$. The relation $\leq_1$ checks whether secrecy levels are point-wise cleared (see Equation 4.9).
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<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[e2s]</td>
<td></td>
</tr>
</tbody>
</table>
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ e^t(n^t_i) \} M^{i+1}, L^i, i + 1 \] 
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ e2s(n^t_i = e^t) \} M^{i+1}, L^i, i + 1 \] |
| [skip] | 
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ \text{skip} \} M^{i+1}, L^i, i + 1 \] |
| [write] | 
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ \text{ext} \} M^{i+1}, M^{i+1} \leq i + 1 M_c \] 
\[ M^{i+1} = M^i \left[ (v) \mapsto \bigcup \text{read}(t, n^t_i)(M^i) \cup l_{ip} \right] \] |
| [write str] | 
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ \text{ext} \} M^{i+1}, L^i, i + 1 \] 
\[ M^{i+1} = M^i \left[ (v) \mapsto \text{read}(t, n^t_i)(M^i) \cup \text{read}(addr, n^{addr})(M^i) \cup l_{ip} \right] \] |
| [write wk] | 
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ \text{ext} \} M^{i+1}, L^i, i + 1 \] 
\[ M^{i+1} = \lambda a. \begin{cases} \text{read}(addr, n^{addr})(M^i) \cup \\
\text{read}(t, n^t_i)(M^i) \cup l_{ip} \cup M^i(a) \end{cases} \] 
\[ \text{if } \exists v \in S. a - v \in \text{support}^t \] |
| [seq] | 
\[ [l_{ip}, M_c] \vdash M^i, L^{i-1}, i \{ \text{skip} \} M^{i+1}, L^i, i + 1 \] 
\[ [l''_{ip}, M_c] \vdash M^{i+1}, L^i, i + 1 \{ c_1; \text{skip}_{k-1}[c_1] \} M^{i+k+1}, L^i, i + k + 1 \] 
\[ k = \max(|c_1|, |c_2|), l''_{ip} = l_{ip} \uplus \text{read}(\text{bool}, n^{bool})(M^{i+1}) \] 
\[ M^{i+k+1} = M^{i+k+1} \cup M^{i+k+1}_{j}, L^i = L^i, i + 1 \] |

Figure 4.7.: Typing Rules for the deterministic Toy Statements

The typing rule for \textit{ext} and the notions for typing environment updates and reads are as described in Figure 4.6. Equation 4.9 defines the relation \( \leq^t \).
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\[ a + k \text{ where } k \in \text{support}_t \] with the secrecy level \( l \); \( \text{read}(t, a)(M^i) \) reads all secrecy levels \( M^i(a + k) \) where \( k \in \text{support}_t \) and returns the least upper bound of these secrecy levels (i.e., \( \text{read}(t, a)(M^i) = \bigcup_{k \in \text{support}_t} M^i(a + k) \)).

Except that they require a typing of \( \text{ext} \) and except that all rules contain clearance checks, the typing rules for \( \text{Toy} \) expressions are standard. Notice, however, the write to the non-allocated temporary \( n^i \) and, in particular, the secrecy level \( l_{ip} \) that is considered for this write. Remember, \( l_{ip} \) is the secrecy level of the context in which the write is executed. The typing rule \( \text{[read ptr]} \) reaps benefit of the result of the correct points-to analysis to obtain the set \( S \) of possible targets for the pointer in \( n^{addr} \). It reads the secrecy levels of all these addresses and returns the least upper bound of these secrecy levels, of the pointer, and of \( l_{ip} \). The returned secrecy level is stored in the non-allocated temporary \( n^i \).

With the exception of \( \text{[write str]}, \text{[write wk]} \) and \([\text{if}]\), the typing rules for statements are also standard. \( \text{[write str]} \) is the rule for writes through pointers, where the points-to analysis is able to precisely determine which address \( v \) the pointer targets. In this case, a strong update can replace the secrecy levels of the addresses \( v + i \) where \( i \in \text{support}_t \). The type \( t \) is the type of the written value.

\( \text{[write wk]} \) is the corresponding rule for writing through pointers whose target address the points-to-analysis cannot precisely determine. Because I assume the points-to-analysis to be correct, the write modifies at most addresses in the set \( S \), which the points-to-analysis returns. Because we do not know which precise address \( v \in S \) is modified, we must pessimistically assume that any such address keeps information about its old value. Therefore, \( \text{[write wk]} \) performs a weak update of the secrecy levels, which correspond to the support bits of any such address \( v \in S \). That is, \( M^{i+1}(v + i) = l \sqcup M^i(v + u) \) where \( l = \text{read}(t, n^i)(M^i) \sqcup \text{read}(addr, n^{addr})(M^i) \sqcup l_{ip} \) is the least upper bound of the secrecy levels of the stored information, of the pointer and of the context.

The rule \( \text{[if]} \) first skips one step to allow for preemptions after evaluating the condition \( n^{bool} \) and before the branches. After that, it requires that both branches are typed with a context secrecy level \( l'_{ip} \), which is the least upper bound of \( l_{ip} \) and of the secrecy level of the condition. The typing rules for the branches check the clearance for all typing environments \( M^x_1 \) and \( M^x_2 \), \( x \in \{i + 1, \ldots, i + k + 1\} \). However, actually \( M^x_1 \sqcup M^x_2 \leq x M_c \) must hold. Fortunately, for a lattice \( (L, \leq) \) it holds that \( a \leq c \land b \leq c \iff a \sqcup b \leq c \) for \( a, b, c \in L \). Therefore, \( M^x_1 \sqcup M^x_2 \leq x M_c \) follows from the clearance checks of the respective branches.

Notice the lack of a typing rule for while. Although rules such as Rule C4 or Rule C4’ of the control-flow-sensitive security type system in Figure 2.2 on page 28 are sound, such a typing rule is not required because all while-loops are assumed to terminate and because \( \text{while}^i \) collapses to a sequence of if-statements.

The lack of a subsumption rule is intentional, although it is straightforward to show that such a rule (e.g., Rule S of Figure 2.2) is sound. As long as programs can interact with each other through shared memory, I don’t expect much benefit of a subsumption because an application of this rule would only overestimate the possible information flows. Because all typing rules take two different typing environments and because the clearance \( M_c \) is provided in addition, a subsumption rule is not required.

In the accompanying PVS sources [Völ10], I slightly deviate from the formalization presented in Figure 4.6 and in Figure 4.7. Instead, I formalize the abstract-interpretation part of these typing rules in such a way that the individual typing environments \( M^i \) are returned for all atomic steps \( i \in \{0, \ldots, |p|\} \) of the to-be-checked program \( p \). This way, the clearance check
can be separated from the computation of the corresponding typing environments. In particular, we can deduce the latter without requiring that \( p \) can be typed.

### 4.7.3. Soundness

This section presents the machine-checked soundness proof of the security type system for the deterministic core of Toy. Hence, I assume that all possible resolutions of non-deterministic choices are checked, however, only one at a time. It should be straightforward to also establish soundness for the standard typing rules for \( [ \] \) and for \( \parallel \). Following Warnier et al. [JPW05], I split the soundness proof of the proposed security type system into two parts:

- First, I show that the abstract-interpretation part of the security type system is good in the sense that if the program executes on \( l \)-similar initial states the resulting states are \( l \)-similar with respect to the dynamic typing environment \( M^i \).
- Then, I show that goodness and the point-wise clearance \( M^i \leq i M_e \) (for all \( i \)) imply the desired non-interference property.

The non-interference property, which I will show, is termination and timing insensitive. That is, all checked system calls and server invocations must terminate to not leak information and a subsequent timing-leak transformation must be able to eliminate all remaining internal timing leaks.

#### 4.7.3.1. Goodness

To prove the proposed security type system sound, I have to relate the formal semantics of Toy statements and expressions and the typing rules for these statements and expressions such that if a Toy program can be typed, it is non-interference secure. For that, each expression and statement must fulfil the following two properties:

1. Execution preserves \( l \)-similarity over dynamic types; and
2. If the checked program \( p \) modifies an address \( a \), then the dynamic secrecy level of this address is at least as large as the context secrecy level \( l_{ip} \).

More formally, let \( \sim_{l \times [A \longrightarrow L]} \subseteq State \times State \) be the \( l \)-similarity relation over concrete program states. \( l \)-similarity relates two states if their memories are observationally indistinguishable by an \( l \)-classified observer and if their atomic step counts match:

**Definition 31. \( l \)-similarity over dynamic types**

Two states \( s \) and \( t \) with \( s'ip = t'ip \) are \( l \)-similar with regards to the dynamic secrecy levels in the typing environment \( M \) if they are related by the following relation over states:

\[
s \sim_{l,M} t : \equiv \forall a \in A. M(a) \leq l \Rightarrow s'\text{mem}(a) = t'\text{mem}(a)
\]

The intuition behind this definition is that values may only differ if their dynamic secrecy level \( M(a) \) is higher than or incomparable with \( l \). In situation where \( l \)-similarity is only required for a subset \( B \subseteq A \), I write \( s \sim_{l,M|_B} t \) to mean

\[
\forall a \in B. M(a) \leq l \Rightarrow s'\text{mem}(a) = t'\text{mem}(a)
\]

Definition 32 formally defines the first property: Execution preserves \( l \)-similarity over dynamic types.
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Definition 32. Execution preserves \( l \)-similarity

Assume the statement \( p \) is executed starting with step \( i \) from the two states \( s^i \) and \( t^i \). Assume further that \( M^i \) is the typing environment that is provided to the typing rule for \( p \) and that \( M^k \) \((i \leq k \leq i + |p|)\) is a typing environment that is produced by the abstract interpretation part \( AI(p) \) during the typing of \( p \) (if \( p \) can be typed, such an \( M^k \) exists which appears on the right hand side of a typing judgement of a sub-statement or sub-expression of \( p \)). Then, the execution of \( p \) preserves \( l \)-similarity over dynamic types if the following condition holds:

\[
\forall s^k, t^k, s^i \sim_{l,M^i} t^i \land s^i \xrightarrow{p|_{\tau_c}} s^{k-i} k \land t^i \xrightarrow{p|_{\tau_c}} t^{k-i} k \Rightarrow s^k \sim_{l,M^k} t^k
\]

In this condition \( io \) and \( io' \) are two \( l \)-similar input oracles, which are used by \( \xrightarrow{\tau_c} \) to execute \( p \) on \( s^i \) respectively on \( t^i \). See Definition 28 for the definition of \( l \)-similar input oracles. In the above condition, \( \xrightarrow{\tau_c} \) stands for the evaluation of the first \( n \) atomic steps of \( p \).

It reads as follows: Given two states \( s^i \) and \( t^i \) that are \( l \)-similar with respect to the secrecy levels in the typing environment \( M^i \), executing the statement \( p \) from these states up to the atomic step \( k \) produces two new states \( s^k \) and \( t^k \) that are \( l \)-similar as well with respect to the typing environment \( M^k \) that appeared during the derivation of \( p \). Notice that because I require \( l \)-similar input oracles \( io \) and \( io' \) for the transition of \( p \) from \( s^i \) respectively from \( t^i \), inputs to \( p \) are also \( l \)-similar.

In the formalization of the second property — if \( p \) modifies an address \( a \), its secrecy level \( M^k(a) \) is at least as large as \( l_{ip} \) — it is tempting to check inequality with the starting state \( s^i \) (see for example Warnier et al. [JPW05]):

\[
\forall s^i, s^k, s^i \xrightarrow{p} s^{k-i} k \land s^i \text{mem}(a) \neq s^k \text{mem}(a) \Rightarrow l_{ip} \leq M^k(a)
\]  
(4.10)

However, because \( p \) shares memory and other objects with concurrently executing threads, it can happen that these concurrently executing threads update \( s^k \text{mem}(a) \) to the same value as \( s^i \text{mem}(a) \). Obviously, in this case \( l_{ip} \leq M^k(a) \) needs not to hold. To tolerate inputs of concurrently executing threads, I adjust Equation 4.10 to check inequality with the state \( s^k_{\text{skip}} \) that is obtained by executing only \( \text{skip} \) statements on \( s^i \). In \( s^k_{\text{skip}} \), only concurrently executing threads have modified memory addresses.

Definition 33. If \( p \) modifies an address \( a \), \( M^k(a) \) dominates \( l_{ip} \)

Assume \( k, l, l_{ip}, M^i, s^i, \) and \( M^k \) are as described in Definition 32 above. Then, the statement \( p \) fulfills the second property — if \( p \) modifies \( a \), \( M^k(a) \) dominates \( l_{ip} \) — if it holds that:

\[
\forall s^k, s^k_{\text{skip}}, a, s^i \xrightarrow{p|_{\tau_c}} s^{k-i} k \land s^i \xrightarrow{\text{skip}_{|_{\tau_c}}} s^{k-i} k \land s^k_{\text{skip}} \land s^k_{\text{mem}}(a) \neq s^k_{\text{skip mem}}(a) \Rightarrow l_{ip} \leq M^k(a)
\]

The primary purpose of the property in Definition 33 is to ensure that the typing rules correctly detect implicit information flows.

Definition 34. Goodness

A Toy program \( p \) is good if it fulfills the properties of Definition 32 and of Definition 33:

\[
\text{good}(p) \iff \forall k, l, l_{ip}, M^i, M^k, L^{i-1}, L^{k-1}, s^i, t^i, s^k, t^k, s^k_{\text{skip}}, a.
\]

\[
(M^k, L^{k-1}) = AI(p)(M^i, L^{i-1})^{k-i} \land s^i \xrightarrow{p|_{\tau_c}} s^{k-i} k \land t^i \xrightarrow{p|_{\tau_c}} t^{k-i} k \land s^i \xrightarrow{\text{skip}_{|_{\tau_c}}} s^{k-i} k \land
\]

\[
(s^k \sim_{l,M^i} t^k) \land (s^k_{\text{mem}}(a) \neq s^k_{\text{skip mem}}(a) \Rightarrow l_{ip} \leq M^k(a))
\]

In this definition, \( AI(p)(...) \) denotes the abstract-interpretation part of the typing rules for \( p \). \( AI(p)(...)^n \) stands for an abstract interpretation of the first \( n \) atomic steps of \( p \).
The proof that all Toy programs are good is by structural induction over the expressions and statements of Toy. See Section 4.7.3.4 below.

4.7.3.2. Point-Wise Clearance

If a program $p$ can be typed, it is easy to see that the following property holds for all typing environments that appear on the right hand side of the typing judgements for the sub-expressions and sub-statements of $p$ (see Section 4.7.3.4 below).

**Definition 35. Point-Wise Clearance**

Assume $M^i$ ranges over the typing environments that appear on the right-hand side of the typing judgements for the sub-expressions and sub-statements of $p$. Then, given $M^0$, $M_c$, $L^{-1}$, and $l_{ip}$ as described before, the typing of $p$ produces point-wise cleared secrecy levels if the following condition holds:

$$\text{clearance}(p, l_{ip}, M^0, L^{-1}, M_c) := \forall i, M^i, L^{i-1}. (M^i, L^{i-1}) = AI(p)(M^0, L^{-1})^i \Rightarrow M^i \leq_i M_c$$

Remember, for $M^i \leq_i M_c$ to hold it suffices that the secrecy levels of all non-local addresses $a$ are dominated by $M_c(a)$ (see Equation 4.9).

4.7.3.3. Noninterference

A program $p$ is non-interference secure with regard to an $l$-classified observer if this observer cannot distinguish any two runs of the program on any two states that vary in higher or incomparably-classified secrets or that receive varying higher or incomparably-classified inputs. Whenever a thread, which executes on behalf of such an observer can preempt $p$, it is able to directly or indirectly learn all information that is stored at read-shared non-local addresses $a$ to which this thread $\tau$ is cleared (i.e., $M_c(a) \leq dom(\tau) \leq l$).

Hence, a program $p$ is non-interference secure if $p$ starts from any two $l$-similar initial states and if after any atomic step of $p$ the resulting states are $l$-similar in the read-shared non-local addresses with $M_c(a) \leq l$. Definition 36 formalizes this property.

**Definition 36. Confidential**

Given an initial typing environment $M^0$ and the clearance $M_c$, the to-be-checked program $p$ is non-interference secure if the following property holds for $p$:

$$\text{confidential}(p, M^0, M_c) :\iff \forall i, l, s^0, t^0, s^i, t^i. 
0 \leq i \leq |p| \land M^0 \leq M_c \land s^0 \sim_{l_i} M^0 \land s^0 \sim_{\tau_i} s^i \land t^0 \sim_{\tau_i} t^i \Rightarrow s^i \sim_{l_i, M_c|_{RL^i}} t^i$$

In this definition, $RL^i := \{a \in A| a \in \bigcup_{\tau \in T} R^\tau \land a \notin \text{local}(i)\}$ denotes the set of non-local read-shared addresses. Like before, $T$ is the set of concurrently executing threads, $R^\tau$ is the set of read-shared addresses with $\tau \in T$ and local is as defined in Definition 22 on page 146.

**Relation to Noninfluence:** confidential is a simplified form of Noninfluence (see page 24): Let me first focus on the right-hand side of Definition 6: $\exists t^j \in S. t^0 \xrightarrow{\beta} t^j \land output(l, s^j) = output(l, t^j)$. Because the security type system for Toy is only for the deterministic core, the checked program $p$ evaluates after $i$ steps to precisely one state (i.e., $s^i$ when $p$ is executed on $s$ respectively $t^i$ when executed on $t$). Because we assume that $p$
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terminates, we can use a termination-insensitive form of non-interference. In these properties, \( t^i \) appears as an universally quantified parameter. A proof of the existence of a suitable \( t^i \) is not required.

Assuming that hardware-centric covert channels have been mitigated, \( l \)-classified observers may learn information about \( p \)'s execution only from concurrently-execution threads. The mapping of kernel- or server-object invocations to shared-memory addresses (Section 4.5.4.4) ensures that these threads can only learn information about \( p \)'s execution from non-local read-shared addresses \( RL^i \). Hence, \( output(l, s^i) = output(l, t^i) \) in Definition 6 becomes \( s^i \sim_{l, M_c | RL^i} t^i \).

The second precondition — \( s^0 \approx_{sources(\alpha, l)} t^0 \) — on the left-hand side of Definition 6 simplifies to \( s^0 \sim_{l, M_0} t^0 \). The constraint on the input oracles \( io \) and \( io' \) (Definition 28) replaces the first precondition: \( ipurge(\alpha, l) = ipurge(\beta, l) \). The fundamental difference is that the learned secrets evolve dynamically with the execution of \( p \). Remember, for transitive information-flow policies \( (L, \leq, dom) \), \( sources(\alpha, l) := \{w | dom(a) = w \land w \leq l \} \).

4.7.3.4. Soundness Proof

To prove the security type system for \( Toy \) sound, I have to show for all programs \( p \) that if \( p \) can be typed, \( p \) is confidential:

Theorem 1. Soundness

The type system is sound. More precisely, for all \( p \), \( M^0, L^{-1} = L^0, M_c, l_{ip}, l \), constrained as described above, if \( [l_{ip}, M_c] \vdash M^0, L^{-1}, |p| M^{[p]}, L^{[p]-1}, |p| \) can be derived for a suitable \( M^{[p]} \) and \( L^{[p]-1} \) with the typing rules of the \( Toy \) security type system, then \( confidential(p, M^0, M_c) \)

holds.

Proof: The proof of Theorem 1 follows from the following Theorem and from Proposition 2, which states that if \( [l_{ip}, M_c] \vdash M^0, L^{-1}, |p| M^{[p]}, L^{[p]-1}, |p| \) can be derived, it follows that \( clearance(p, l_{ip}, M^0, L^0, M_c) \) holds. q.e.d.

Theorem 2. Main Theorem

\[ \forall p, l_{ip}, M^0, L^0, M_c. \text{good}(p) \land clearance(p, l_{ip}, M^0, L^0, M_c) \Rightarrow confidential(p, M^0, M_c) \]

Proof: Choose, \( M^0, L^0, M_c, l, l_{ip}, s^0 \) and \( t^0 \) such that

1. observers are cleared to the initially stored secrets: \( M^0 \leq M_c \).
2. \( s^0 \) and \( t^0 \) are \( l \)-similar (i.e., \( s^0 \sim_{l, M^0} t^0 \); see Definition 31), and
3. in some step \( i \) before \( p \) terminates\(^{13} \) \( s^i;\text{mem}(a) \neq t^i;\text{mem}(a) \) for some read-shared non-local address \( a \) (i.e., \( a \in RL^i \) of Definition 36) where \( s^0 \xrightarrow{p} s^i, t^0 \xrightarrow{p} t^i \).

\(^{13}\)Remember, we implicitly assumed that \( p \) terminates eventually.
Then, we have to show that $M_c(a) \notin l$ in order to satisfy $s^i \sim_{\varphi, M_c} t^i$ and hence confidentiality. Goodness (Lemma 1) gives us that $M^i(a) \notin l$ because $s^i \sim_{\varphi, M^i} t^i$ would otherwise imply that $s^i \llmem(a) = t^i \llmem(a)$. From the clearance check clearance$(p, l_i, M^0, L^0, M_c)$ we know that $M^i(a) \leq M_c(a)$ because $M^i \leq M_c$ and both $a \in \bigcup_{\tau \in T} R^p_\tau$ and $a \notin \text{local}(i)$. But then, the transitivity of $\leq$ leads to the desired result:

$$M^i(a) \leq M_c(a) \land M^i(a) \notin l \Rightarrow M_c(a) \notin l \iff M^i(a) \leq M_c(a) \land M_c(a) \leq l \Rightarrow M^i(a) \leq l$$

q.e.d.

Proposition 2. $p$ Obeys the Clearance of Addresses

If $\llbracket l_i, M_c \rrbracket \vdash M^0, L^{-1}, 0 \{p\} M^{[p]}, L^{[p]-1}, [p]$ can be derived for a suitable $M^{[p]}$ and $L^{[p]-1}$ with the typing rules of the Toy security type system, then

$$\text{clearance}(p, l_i, M^0, L^0, M_c)$$

holds.

Proof: The proof follows trivially by realizing that all typing rules except $\llbracket \text{if} \rrbracket$ contain a clearance check $M^{i+1} \leq i+1 \ M_c$ for their respective result typing environment $M^{i+1}$. The typing rule $\llbracket \text{if} \rrbracket$ checks clearance of the skip step, which is used to allow for preemptions between the check and the branches. Let $k$ range over the atomic steps of the branches. The typing rules for the branches perform clearance checks for all typing environments $M^1_k \leq k \ M_c$ (if-branch) and for all typing environments $M^1_k \leq k \ M_c$ (else-branch). The clearance check for $M^k = M^1_k \sqcup M^1_k$ follows from the well known result about lattices that $a \leq u \land b \leq u \Rightarrow a \sqcup b \leq u$. q.e.d.

Lemma 1. All Statements are Good

$$\forall p. \ good(p)$$

Proof: The proof proceeds by structural induction over $p$. The second clause of $good(p)$ — if $p$ modifies $a$, $l_i \leq M^k(a)$ (see Definition 33) — follows trivially by realizing that whenever the transition rule for statements $\rightarrow_c$ modify an address, the corresponding typing rule updates the secrecy level of the same address with a secrecy level, which is at least as large as $l_i$.

The first clause of $good(p)$ — execution preserves $l$-similarity (see Definition 32) — follows straightforwardly if we realize that whenever $\rightarrow_c$ modifies an address, the corresponding typing rule updates the secrecy level of this address with a secrecy level that combines all secrecy levels of the parameters that contributed to the stored result. The proof of the individual statements is by case distinction.

Let us here focus only on the most interesting case: an if-statement with a higher-classified conditional. Because the conditional $n^{\text{bool}}$ is higher-classified (e.g., at $h$) than the observer secrecy level $l$, we cannot deduce from $s^i \sim_{l, M^i} t^i$ that the if-statement executes the same branch in $s^i$ and in $t^i$. To prevent the observer from deducing information about the conditional, we must then show that the secrecy level of any address that is modified in either branch is greater than $l$. From the first condition of $good$, we know that $l_i \leq M^k(a)$ holds for all addresses $a$ that have been modified by $p$. But since the branches are typed with a context secrecy level that is at least as high as $h$, it holds that $M^k(a) \notin l$, which leads to the desired $l$-similarity result.
The case where an $l$-classified observer is cleared to see the conditional, follows trivially from the induction hypothesis if we realize that the same branch is executed. \textbf{q.e.d.}

For more details about this proof, the interested reader is referred to the published PVS sources [Völ10].

This concludes the soundness proof of the security type system for the deterministic core of Toy. I have machine-checked the above proofs with the help of the theorem prover PVS. The PVS sources are publicly available [Völ10].

4.8. Summary

In this chapter, I have identified several challenges that have to be addresses by security type systems for the low-level operating-system code of microkernel-based systems. These challenges origin from the peculiar ways in which the microkernel and the necessarily-trusted multi-level servers interact with their clients, with the underlying kernel and with the underlying hardware platform. To address these challenges, I have introduced the non-deterministic intermediate programming language Toy. The non-deterministic constructs of this language make it easy to translate the low-level C++ operating-system code into a Toy program and to describe the side effects from these peculiar interactions as interleaved-executing subprograms.

To prove data confidentiality of low-level operating-system code, I have introduced a control-flow-sensitive security type system for the deterministic core of Toy. The use of a universal lattice for shared-memory programs allows programs to be analyzed whose information-flow policy is not completely known at the time of the analysis. The analysis is protection parametric in the sense that certain invocations can be checked separately and with placeholder objects to compensate for unknown capability targets. In the special setting of low-level operating-system code, it is practicable to check, one at a time, all possible resolutions of the control-flow non-determinism in the corresponding Toy program.

I have used the theorem prover PVS to formalize the semantics of Toy and the typing rules of the Toy security type system and to machine check the soundness proof of this security type system.

In the next chapter, I demonstrate the applicability of the proposed information-flow analysis with the help of three case studies. In addition, I demonstrate the effectiveness of a countermeasure against AES cache side-channel attacks.
5. Case Studies

In this chapter, I demonstrate the information-flow analysis of Chapter 4 with three case studies: a virtual-memory access (Section 5.1), the IPC-send operation of an L4-family microkernel (Section 5.2), and a supposedly secure buffer-cache implementation (Section 5.3). In the first two case studies, I exemplify the analysis of hardware side effects (Section 4.2.2) respectively the protection-parametric analysis (Section 4.2.5) of a system call. The buffer-cache case study combines these results with the results of Chapter 3 about information-flow secure scheduling and synchronization.

In addition to these three case studies, I prove correctness of Osvik’s countermeasure for AES. That is, this countermeasure effectively protects the key, the plaintext and the intermediate encryption results against cache side-channel attacks (Section 5.4). To my best knowledge, this is the first security-type-system-based proof of such a countermeasure. For want of a type-checking tool for Toy, I have crafted this proof by hand.

5.1. Page-Table Walk

In Section 4.3, we have already seen that virtual-memory reads contain implicit information flows into the accessed bits of used page-table entries. In this section, I demonstrate with the help of the following program \( p \) how the Toy security type system checks this hardware side effect to identify these information flows. Given a concrete information-flow policy, the produced results can be used to prove this side effect and the triggering program termination- and timing-insensitive non-interference secure.

```c
register int h asm("eax");

int l __attribute__((aligned(sizeof<int>)));

if (h == 0) {
    h = 1;
}
```

In this case study, I assume that \( p \) executes on an IA32 processor with 32-bit paging [Cor09, § 4.3 Vol. 3a], 4KB and 4MB pages and flat segments (i.e., segments span the entire address space). I further assume that all accesses of \( p \) are to physical-memory regions with no hardware side effects. That is, the reads and writes of \( p \) target DMA-inaccessible RAM. In particular, they do not target memory-mapped device registers.

The storage-class specifier \texttt{register} and the \texttt{asm} declaration in Line 1 are hints to the C++ compiler of the GNU Compiler Collection (GCC) to allocate \( h \) in the general-purpose register \texttt{EAX} [SC08b, § 6.42]. Let us assume that GCC follows this hint.
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Based on these assumptions, the C++ to Toy translation results in the program:

```c
{( n_h = (EAX, 0)^{int} || n_0 = 0^{int} ); n_{==} = n_h == n_0);
if ( n_{==} ) {
    n_1 = *(n_{phys(l)})^{int}; (EAX, 0) = n_l
}
else {
    skip
}
```

The temporary $n_h$ holds the value of $h$, which is read from $(EAX, 0)$. $n_l$ holds the value read from $n_{phys(l)}$, the physical address of $l$. To obtain this address, $p$ has to invoke the hardware side effect `pte_walk(l)`. Figure 5.1 shows the Toy code for this hardware side effect 1.

In `pte_walk(l)`, let $a.x$ denote an access to the field $x$ of the bitfield $a$. I write $a_{[31..12]}$ for the bit field of $a$ that is stored in the bits 31 . . . 12. The operator $\odot$ stands for the bit-wise concatenation of two bitfields. For example, $n_{phys(l)} = n_{pde_{[31..22]} \odot virt(l)_{[21..0]}}$ concatenates the upper 10 bits of $n_{pde}$ with the lower 22 bits of $virt(l)$ to form the physical address $n_{phys(l)}$. The statement `if (exp) ... abbreviates $n_{if} = exp; if (n_{if}) ...`

The hardware side effect `pte_walk(l)` starts in Line 4 with the extraction of the current privilege level `CS.hidden_dpl` from the hidden part of the code-segment register `CS`. For user-mode accesses this privilege level is 3. The address of the page directory (i.e., the first-level page table) is stored in the page-table base register `CR3`. The page-directory entry that is relevant for translating the virtual address `virt(l)` can be obtained by indexing into this page directory with the 10 upper-most bits of this address. Because each page-table entry is 4 bytes large, the address of the page-directory entry that is used for the translation is: `CR3_{[31..12]} \odot (virt(l)_{[31..22]} << 2)`. Notice, the evaluation order of this address computation and of the `CS` access is undefined. If the page-directory entry is present and if it conveys sufficient privileges for the access, the analysis proceeds by checking the page-size flag to distinguish a page-directory entry for a 4MB page from a page-directory entry that refers to a second-level page table. A page-directory (or page-table) entry conveys sufficient privileges for a user-mode read access if the present and the user flag of this entry are set. For kernel-mode read accesses only the first flag must be set. If any of the checks in Line 9 or in Line 21 fail, the hardware side effect raises a page-fault exception. To simplify the above code snippet, I make use of a signalled NaT to propagate the exception. To simplify the above code snippet, I make use of a signalled NaT to propagate the exception that has to be triggered after writing the fault information to the control register `CR2`. This allows the fault to be handled in a second hardware side effect. If the page-directory entry refers to a second-level page table, the translation proceeds in a similar way with the next lower 10 bits of the virtual address `virt(l)`. Once a page-table entry is found that refers to a page, the translation stops by concatenating the page base address in the page-table entry with the lower part of `virt(l)` to obtain the physical address.

Because $p$ reads $l$ only if $h == 0$ and because the translation result must be present before $l$ is read, `pte_walk(l)` must be inserted before Line 3 in the above Toy program of $p$. If $p$ would have computed the address of $h$ or if $p$ would have executed another expression before Line 3 that does not depend on $l$, the page-table walk would be unsequenced to these computations.

---

1If the operating-system kernel fails to properly invalidate the translation lookaside buffer and the paging-structure caches after page-table modifications, the translation of the MMU can deviate from the information in the page-table entries. For reasons of simplicity I omit these inconsistencies in the following Toy program `pte_walk`. 
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```c
pte_walk(l) {
    ( // read current privilege level
        n_user = (CS.hidden_dpl == 3) ||
    )

    // read cr3
    n_pde = *(CR3[31..12] o (virt(l)[31..22] << 2));

    if (n_pde.present ∧ (n_user ⇒ n_pde.U/S)) {
        if (!n_pde.accessed) { n_pde.accessed = 1 } ||
        if (n_pde.ps) {
            n_phys(l) = n_pde[31..22] o virt(l)[21..0]
        } else {
            n_pde = *(n_pde[31..12] o (virt(l)[21..12] << 2));
            if (n_pde.present ∧ (n_user ⇒ n_pde.U/S)) {
                if (!n_pde.accessed) { n_pde.accessed = 1 } ||
                n_phys(l) = n_pde[31..12] o virt(l)[11..0]
            } else {
                // signal page fault by returning an SNAT
                CR2 = set_fault_address_and_bits(virt(l), 0 /* read */, n_pde.present, CS.hidden_dpl != 3) ;
                n_phys(l) = SNAT(#PF)
            }
        } else {
            // signal page fault by returning an SNAT
            CR2 = set_fault_address_and_bits(virt(l), 0 /* read */, n_pde.present, CS.hidden_dpl != 3) ;
            n_phys(l) = SNAT(#PF)
        }
    } else {
        // check SNAT
        if (is_SNAT(n_phys(l)) {
            // trigger page-fault exception
            ...
        }
    }
}
```

Figure 5.1.: Toy program of the IA32 page-table walk hardware side effect.
An application of the Toy type-checking rules \{read ptr\}, \{write ptr\} and \{if\} reveals the implicit flow of h into the accessed bits: \texttt{pte.walk(l)} is executed in a branch of an if-statement with high conditional. The context secrecy level \(l_{tp}\) of the write to \(n_{pde}.accessed\) is at least high. \(n_{pde}.accessed = 1\) constitutes a write through the pointer in \(n_{pde}\). Hence, \(M'(n_{pde}.accessed) = M(n_{pde}) \cup l_{tp} \perp\) holds for the secrecy level of the accessed bit in the result typing environment \(M'\). Because \(l_{tp}\) is at least high, the secrecy level of this accessed bit is also at least high.

In addition to this implicit flow, the analysis reveals also the variables that contribute to the secrecy level of the translation result and to the secrecy level of the set accessed bit. These are, the current privilege level \texttt{CS.hidden.dpl}, the present and user flags of the page-table entries and the pointers to the next page-table level respectively to the page-base address. The accessed bits and other information in the page-table entries have no influence on the translation result and hence on the read access.

For an analysis of the remaining steps of \(p\), the abstract physical address \(n_{phys}\) can either be obtained from a points-to analysis, which evaluates the pointers in the page-table entries, or from the function \(v2p\), which abbreviates this translation.

Having identified this information flow as a possible leak, the obvious question is how to avoid it. Several approaches are imaginable including the following:

1. Disable the setting of accessed bits in the hardware side effect by initializing all page tables with set accessed and dirty bits;
2. Avoid a leakage of accessed bits outside the kernel; or
3. Equip memory capabilities with an additional access right that authorizes the retrieval of accessed and dirty bits.

### 5.2. IPC

In this section, I demonstrate how the proposed information-flow analysis can be applied to identify potentially-harmful information flows in the IPC send operation of an L4-family microkernel. Because the system-call invoking user-level program is not known at the time of the analysis, the analysis must be parametric. Instead of a concrete information-flow policy \((L, \leq, dom)\), we use the universal lattice for shared-memory programs (see Section 4.2.4.1). A later instantiation of this lattice with the secrecy levels in \(L\) reveals whether the identified information flows are benign or whether they violate this policy.

The C++ source code in Figure 5.2 and in Figure 5.3 is a slightly-modified excerpt of the IPC path of the Nova Microhypervisor [Ste09b] by Udo Steinberg. For a better readability, I will not translate this code into a corresponding Toy program or consider hardware side effects during this analysis. Figure 5.2 shows the kernel entry, kernel exit, and system-call dispatch code. Whenever a user-level program invokes a Nova system call with the \texttt{IA32_SYSENTER} instruction, the processor activates \texttt{entry.sysenter} with the kernel stack pointer set to the variable \texttt{Tss:run.sp0}. The kernel entry obtains the addresses of \texttt{entry.sysenter} and of \texttt{Tss:run.sp0} from the model specific registers \texttt{IA32_SYSENTER.EIP} and \texttt{IA32_SYSENTER.ESP}. These registers are two of the special-purpose registers contained in the type \texttt{Register.ID}.

---

\[^2\]The Nova source code and hence this excerpt are released under the terms of the GNU General Public License Version 2 [Fou91].
The variable **TSS:run.sp0** of the task-state segment stores a pointer that refers to the address immediately following the register safe area of the current thread. The first five assembler instructions of **entry_sysenter** safe the user registers in this area, activate the kernel stack, and invoke the C++ function **syscall_handler**. The first register parameter of this function is located in the EAX register (**REGPARM(1)**). The lower-most eight bits of this parameter encode the **hypercalle number** (i.e., the opcode of the invoked system call).

When activated, the function **syscall_handler** checks this opcode and invokes the respective C++ function for the system call. Invalid system-call numbers cause an immediate return with **BAD_SYS** as status code. The function **sysfinish** respectively **ret_user_sysexit** complete the system call. The latter restores the registers of the user-level program from the register safe area and exits the kernel with the **IA32_SYSEXIT** instruction.

**Figure 5.2.** Kernel entry and exit path for system calls of the Nova Microhypervisor
Because SYSEXIT returns to user level, it prematurely terminates the system call. Hence, the UNREACHED statement in ret_user_syeexit and any code that follows this statement in the calling functions will not be reached. To check the implicit information flows that occur when SYSEXIT is invoked in a branch of an if-statement, SYSEXIT must be treated like a return statement, which returns to the end of syscall_handler. Unlike the C++ statement return, and unlike exceptions, a premature termination through SYSEXIT does not execute the destructors of objects with automatic storage durations [PC09, § 12.4 pt 8, § 15.3 pt 11]. The corresponding Toy translation must therefore reset this premature termination in PREM only at the end of syscall_handler after skipping over all these destructors. Like the other premature terminations, SYSEXIT leaks information about the invoking context to all subsequent statements.

An analysis of Nova system calls for potentially harmful information flows requires at least three placeholder objects:

- the kernel stack;
- the thread control block of the system-call invoking thread, which includes the register safe area of this thread; and
- the CPU-local variable current, which refers to this thread.

In Nova, CPU-local variables have the same virtual addresses on all CPUs. However, the virtual-to-physical mappings of these addresses differ on different CPUs. Further placeholder objects for the analysis are therefore those parts of the per-CPU page tables that are used to translate the accessed CPU-local and global addresses.

As we have seen in Section 4.2.5, analyses of syscall_handler, which are not parametric in the system-call opcode, are not very interesting: an application-level program will never invoke all system calls at once. By checking all system calls individually in a parametric analysis, the analysis reveals the information flows of every system call in isolation. The results of such an analysis can then be used for example to check the invoking application-level program. To check system calls individually, we have to regard number as a parameter of the analysis. Obviously, the default case needs only to be checked once. An immediate consequence of turning number into a fixed parameter is that syscall_handler simplifies to the invocation of a single C++ function. Still, because number is a user-provided parameter in the conditional of the if-statement, which selects the C++ function, its secrecy level contributes to the context secrecy level $l_{ip}$.

Figure 5.3 shows the function sys_ipc_call, which is invoked by syscall_handler if the invoking thread has set the hypercall number in EAX to Sys_regs::MSG_CALL. In Nova, IPC call and IPC send share the same code. The only difference is that IPC send terminates the receive phase (recv_ipc_msg) prematurely.

Let us here focus on a send operation with send timeout zero and no capability transfers. That is, the bits Sys_ipc_send::TIMEOUT_ZERO and Sys_ipc_send::SEND_ONLY in the parameter flags and the number of typed items ($s \rightarrow mtd().typed()$) are further parameters of the analysis. These parameters are located in the message-transfer descriptor $s \rightarrow mtd()$. For the above send operation, the two flags have to be set and no typed items must be specified.
void Thread::sysipc_call()
{
    Sys_ipc_send *s = static_cast<Sys_ipc_send *>(current->regs);

    Capability cap = reinterpret_cast<Capability*>(OBJSP_SADDR)[s->pt()] % max_caps;

    Kobject *obj = cap.obj();
    if (EXPECT_FALSE(obj->type() != Kobject::PT))
        sys_finish(s, Sys_regs::BAD_CAP);

    Portal *portal = static_cast<Portal*>(obj);
    Thread *receiver = portal->receiver;

    if (EXPECT_FALSE(current->cpu != receiver->cpu))
        sys_finish(s, Sys_regs::BAD_CPU);

    if (EXPECT_FALSE(!Atomic::bit_test_and_clear(receiver->wait, 0))) {
        if (EXPECT_FALSE(s->flags() & Sys_ipc_send::TIMEOUT_ZERO))
            sys_finish(s, Sys_regs::TIMEOUT);
        // receiver is not yet ready to receive; switch to receive
        ...
    }

    // transfer message
    receiver->utcb->mtd = Message_Transfer_Descriptor(s->mtd().untyped());

    for (unsigned long i = 0; i < s->mtd().untyped(); i++)
        receiver->utcb->mr[i] = mr[i];

    if (EXPECT_FALSE(s->mtd().typed()))
        // transfer capabilities
        ...

    current->continuation = ret_user_sysexit;

    receiver->utcb->portal_id = portal->node.base;

    // receive message
    receiver->recv_ipc_msg(portal->ip, s->flags());
}

void Thread::recv_ipc_msg(mword ip, unsigned flags)
{
    Sys_ipc_recv *r = static_cast<Sys_ipc_recv *>(regs);
    r->set_ip(ip);

    if (EXPECT_FALSE(flags & Sys_ipc_send::SEND_ONLY)) {
        ready_enqueue();
        ret_user_sysexit();
    }
    ...
}
CHAPTER 5. CASE STUDIES

L4-IPC send proceeds in four phases:

1. parameter extraction and capability lookup (Lines 1 – 16),
2. rendezvous (Lines 17 – 23),
3. message transfer (Lines 24 – 33), and
4. preparation of output parameters and system-call exit (Lines 34 – 50).

The static cast of the register safe area regs to a variable of type class Sys_ipc_send (Line 3) provides a convenient interface to access the register-passed parameters of the IPC system call. These are the capability selector for the portal capability s→pt(), the hypercall flags s→flags(), and the message-transfer descriptor s→mtd(). The latter contains the number of untyped message words s→mtd().untyped(). If the IPC is successful, the kernel copies these untyped message words from the sender UTCB to the receiver UTCB. The message-transfer descriptor contains also the number of typed items, which we assume to be zero.

Nova keeps the capabilities of the invoker in a kernel-only-accessible array in the invoking thread’s address space. It is located at the virtual address OBJSP_SADDR and stores at most max_caps capabilities. Line 5 extracts the capability at the index s→pt() from this array. If this capability does not refer to a portal, Nova returns prematurely with the BAD_CAP error code. Otherwise, Nova extracts the portal from the capability and the related receiver thread from the portal. The check in Line 14 validates that this receiver executes on the same CPU as the sender. For the information-flow analysis of this phase, three further placeholder objects are required: the portal capability, the portal and the thread control block of the receiver. There are five important points to notice:

1. Because the receiver is obtained by dereferencing two pointers (the capability target cap.obj() and the receiver pointer in the portal), any receiver access depends on the context in which these pointers are set (Rule [read_ptr]). The first pointer is set during the capability transfer when the invoking thread receives the portal capability. The second pointer is set at portal creation time by the creator of the portal. The analysis reveals these flows because the pointer rules update the secrecy levels of receiver accesses with the identifiers of these two pointers. An immediate consequence of these implicit flows is that neither the portal nor the worker thread of a server must be created in a context to which potential invokers of the portal capability are not cleared. A check of the create system call for portals respectively for threads reveals this leakage. The initial value of $l_{ip}$ denotes the secrecy level of the invoker context. In a protection-parametric analysis, this secrecy level remains an abstract parameter;

2. Because the check in Line 8 returns BAD_CAP for non-portal capabilities, the invoking thread can probe which of its capabilities are portal capabilities. Hence, anticipating that other system calls perform similar checks, the type of a capability is revealed to all threads, which execute in the address space that holds this capability;

3. The check in Line 14 reveals whether the sender and the receiver are on the same CPU;

4. So far, no parameters are read that can be affected by the receiver. Hence, with the exception of the above information flows, no data is leaked from the receiver to the sender; and
5. So far, only the status parameter of the invoker is modified if L4-IPC terminates prematurely with `sys_finish`. Hence, the only kernel object that is modified is the sender thread.

Because the three if-statements in the Lines 8, 14 and 17 terminate prematurely, the context secrecy level $l_{ip}$ for the subsequent Lines is at least as high as the secrecy level of the conditionals of these statements (see Section 4.5.5).

The atomic `bit_test_and_clear` operation of the second phase invalidates the last two points. In the course of its receive operation, the receiver sets the wait flag. By executing Line 17, the first sender, which finds this flag set, clears it and thereby signals to successive senders that the thread is currently unavailable. The timeout error code, which is returned if send is invoked with `Sys_ipc_send::TIMEOUT_ZERO`, returns this information. An immediate though expected consequence, is that multi-level servers have to provide at least one thread for each differently-classified client. No matter how many portals refer to a single server thread, the information flows in IPC prevent a safe processing of the requests of differently-classified clients in a single thread.

The proposed information-flow analysis is able to detect these information flows: The variable identifier `receiver->wait` appears in the secrecy level of the output parameter `status` because it is written by both IPC send and IPC receive operations.

The third phase contains two information flows from the sender to the receiver: the message and the number of untyped words that are transferred. Because message registers are located in the UTCB, the actually transferred information is the data that is located in these registers at the time of the copy. Although Line 18 denotes a word-granular copy, it is interesting to split this word-wise copy into a bit-wise copy for the purpose of the analysis. This way, only the identifier of the source message bit and identifiers from implicit information flows appear in the secrecy level of the respective receiver-side message bit. The message itself is not altered during the copy.

In the fourth phase, setting the continuation of the sender to `ret_user_sysexit` has no effect because the sender returns in Line 50 before the scheduler regains control. Lines 36 and 46 modify the `portal_id` field in the receiver’s UTCB respectively the instruction pointer in the receiver-side register safe area. When the scheduler selects the receiver to run after the sender has enqueued this thread into the ready queue, the receiver will therefore continue at the instruction that is specified in the portal. Because both the portal id and the instruction pointer are typically configured by the receiver, no additional information is revealed in these values.

To conclude this case study, we have demonstrated a protection-parametric analysis of the send operation of the Nova IPC system call. Although the actual information-flow analysis is only described at an abstract level, it has revealed all information flows that are not encoded in the timing behavior of IPC and that are not hardware centric. The identified information flows are bidirectional and inherent for synchronous, reliable IPC designs [Sha03]. In this sense, the identified information flows are as expected.

---

3Actually, the bit-wise copy reveals only that the secrecy levels of the message are only affected by the identifiers from implicit flows. A secret stored at bit offset $i$ is transferred to bit offset $i$ in the message registers of the receiver.
5.3. Buffer Cache

A buffer cache is a cache, which stores the data of recently accessed file blocks (see e.g., [BC05, Chapter 15]). In L4-based systems, an implementation of a buffer cache as a buffer-cache server [GJP+00] suggests itself.

Given a memory pool, a buffer-cache server multiplexes the memory pages in this pool to cache recently accessed file data, file meta data, and meta data that the buffer cache requires for its operation. Towards their clients, buffer-cache servers typically act as dataspace managers [ADE+01]. As such, they wrap the underlying multi-level file system \(^4\). Let us assume that the translation of file names into file capabilities is not implemented in the buffer-cache server (this functionality can, e.g., be provided by a name or directory server). As a dataspace manager, a buffer cache typically implements interfaces that allow files to be opened and views of open files to be attached to virtual-memory regions. The buffer-cache function *get-page* is invoked by the client-side region mapper to resolve page faults in the attached view. Let us here focus on synchronous accesses to file data blocks. A file access such as *get-page* is synchronous if the accessing client thread blocks until the data is available \(^5\). Figure 5.4 illustrates this setup.

The buffer cache performs three operations on a memory pool:

1. When a cached file block is accessed, the buffer-cache server has to find the buffer in which this block is cached and map this buffer to the requesting client;

2. When a file block is accessed that is not cached, the buffer cache has to allocate a free buffer for this block; and

\(^4\)Although hardware-centric covert channels are out of the scope of this thesis, I have to assume that both the underlying file system and the disk driver are free of covert channels. Otherwise, a request of a server thread for higher-classified clients could leak information through the file system or through the underlying disk [KC91].

\(^5\)In most aspects, asynchronous accesses work similarly. The client-server communication protocols for asynchronous requests are however more complicated.
3. When no free buffers are available it has to find a block to replace.

To implement these operations, the buffer cache maintains for each buffer in the memory pool a descriptor, which denotes whether the buffer is free, when the buffer will be replaced, and, if the buffer holds file data, in which file and at which offset this data is stored. The latter is required to write back dirty buffers to the underlying file system. The data structures for finding the buffer that belongs to a certain offset of a given file are typically highly optimized and difficult to free from covert channels. For example, Linux [Tho] implements a per-file address-space object with a radix search tree to map file offsets to buffer descriptors. Similar effort is typically put into the buffer-replacement and file-system read-ahead strategies to mitigate blocking due to long disk latencies as much as possible. A modification of these strategies to eliminate covert channels in a buffer cache with a single memory pool will therefore likely come at the cost of a significant performance degradation.

One alternative solution would be to re-instantiate a buffer-cache server for each differently-classified client. However, this re-instantiation precludes a safe sharing of memory pools. In the envisaged buffer-cache server, memory pools are therefore re-instantiated but not the server itself. In Section 5.2, we have seen that the bidirectional information flows in L4-IPC prevent a safe sharing of a single thread to handle the requests of differently-classified clients. The proposed buffer-cache server therefore creates at least one thread for each such group of clients plus a set of portals whose labels refer to the file address-space objects. In addition, it maintains a set of links to the respective file address-space objects of those server threads that operate on behalf of lower-classified clients. Whenever the server thread of a higher-classified client finds that the requested file block is not in the memory pool for this client, it can therefore lookup file address-space objects of lower-classified clients to determine whether the block is already cached in their pools. If so it maps the respective block as a response to the high client’s get_page request. Allocation and replacement decisions are however limited to the own buffer cache. In particular, the buffers of write-accessible files are always allocated in the own buffer cache. Notice that write accesses to a file, which a lower-classified client can read, are already in violation of the information-flow policy.

To prove this buffer-cache server non-interference secure, we have to combine several results from the previous chapters:

**Peripheral Access Control** (Section 1.1)

Clients must hold only those file capabilities to which they are authorized. In particular, a high-classified client must not have write authority to a file that a lower classified client can read;

**Secure Synchronization** (Section 3.7)

File address-space objects are concurrently accessed by server threads that operate on behalf of differently classified threads. Hence, a synchronization of these accesses must not leak information about the accesses from higher classified clients to lower or incomparably classified clients. The non-interference secure locks in Section 3.7 prevent these leakages.

**Information-Flow Analysis of Multi-Level Servers** (Section 4.7)

The proposed information-flow analysis must check all server invocations for possible information leakages to the invoking clients or to other servers object that are used by other worker threads. In this analysis, a worker thread assumes the secrecy level of its
invoking client as its context secrecy level. If, for example, such a worker thread would modify the radix search tree of a file address-space object that belongs to another worker thread, then clients could cause the worker to leak information, which the lower classified clients of the other worker thread are able to extract. The proposed information-flow analysis is able to detect these information flows.

**Timing-Leak Transformations** (Section 2.4.6)

With the help of the proposed information-flow analysis, only a timing-insensitive non-interference property is established. In Section 4.7.3, I therefore assume that a suitable timing-leak transformation eliminates the remaining internal timing channels. Applied to the buffer cache, this means that low-allocated buffers can be reused by higher classified clients only if the replacement of such a buffer introduces no internal timing leaks [PN92]. That is, the time required to replace a buffer must be independent of the time required to revoke access to this buffer from all higher classified clients that directly or indirectly have received a memory capability to this buffer. Unfortunately, there is no timing leak transformation that is able to establish this property for the present interface and implementations of the mapping database. Although our analysis concludes correctly that the buffer cache is timing-insensitive secure, it cannot securely be used on existing L4-family microkernels. In Section 6, I shall return to this point by sketching a modification of the mapping database, which allows for a secure implementation of the proposed buffer-cache server.

**Protection-Parametric Analysis of Microkernel System Calls** (Sections 4.7 and 5.2)

The bidirectional information flows of L4-IPC already prevented a single-threaded implementation of the buffer cache. However, other system calls must also be checked. In particular, as we have seen in the last paragraph, L4-unmap must be checked not to cause an un-transformable timing leak.

To conclude, the buffer cache verification succeeds to establish a timing-insensitive non-interference property for the proposed buffer-cache server. However, the subsequent timing-leak transformation fails on the mapping database. Hence, the buffer cache is not timing-sensitive non-interference secure.

---

**5.4. AES**

This section complements the three case studies with the first security-type-system-based proof of the effectiveness of Osvik’s countermeasure against AES cache side-channel attacks [OST05]. For want of a type-checking tool for *Toy*, I have crafted this proof by hand. More precisely, I show that no information about the key, about the secret message or about intermediate encryption results can be leaked through the processor caches.

AES [DR99] is a round-based block cipher with 128 bit block sizes and varying key lengths. Although the AES encryption algorithm is completely defined by algebraic operations, many performance-oriented implementations use lookup tables to speed up the AES operations: `SHIFTROWS`, `MIXCOLUMNS` and `SUBBYTES`. In the 128 bit key version of AES, there are eight lookup tables $T_0, \ldots, T_3$ and $T_0^{(10)}, \ldots, T_3^{(10)}$ with 256 4-byte words each. The cipher is computed in 10 rounds. In the first nine rounds AES accesses $T_0, \ldots, T_3$, in the 10th round $T_0^{(10)}, \ldots, T_3^{(10)}$ to accommodate for the absence of `MIXCOLUMNS`. Given a 16-byte
(128-bit) key $k = (k_0, \ldots, k_{15})$, the encryption algorithm starts by expanding this key to 10 round keys $K^{(r)}$, $r = 1, \ldots, 10$, which in turn are divided into four 4-byte chunks each: $K^{(r)} = (K^{(r)}_0, K^{(r)}_1, K^{(r)}_2, K^{(r)}_3)$. For the following discussion, the construction of the above tables and the precise key expansion algorithm are of no importance. Given a 16-byte plaintext $p = (p_0, \ldots, p_{15})$, each round computes an intermediate state $x^{(r)} = (x^{(r)}_0, \ldots, x^{(r)}_{15})$ from the previous intermediate state. The initial state $x^{(0)}_i$ is computed as the $\text{xor}$ of the expanded key and the plaintext as $x^{(0)}_i = p_i \oplus k_i$, $i = 1, \ldots, 10$. Equation 5.1 defines how the intermediate states for the first 9 rounds ($r = 0, \ldots, 8$) are computed:

\[
\begin{align*}
(x^{(r+1)}_0, x^{(r+1)}_1, x^{(r+1)}_2, x^{(r+1)}_3) &= T_0[x^{(r)}_0] \oplus T_1[x^{(r)}_5] \oplus T_2[x^{(r)}_{10}] \oplus T_3[x^{(r)}_{15}] \oplus K^{(r+1)}_0 \\
(x^{(r+1)}_4, x^{(r+1)}_5, x^{(r+1)}_6, x^{(r+1)}_7) &= T_0[x^{(r)}_4] \oplus T_1[x^{(r)}_9] \oplus T_2[x^{(r)}_{14}] \oplus T_3[x^{(r)}_3] \oplus K^{(r+1)}_1 \\
(x^{(r+1)}_8, x^{(r+1)}_9, x^{(r+1)}_{10}, x^{(r+1)}_{11}) &= T_0[x^{(r)}_8] \oplus T_1[x^{(r)}_{13}] \oplus T_2[x^{(r)}_2] \oplus T_3[x^{(r)}_7] \oplus K^{(r+1)}_2 \\
(x^{(r+1)}_{12}, x^{(r+1)}_{13}, x^{(r+1)}_{14}, x^{(r+1)}_{15}) &= T_0[x^{(r)}_{12}] \oplus T_1[x^{(r)}_1] \oplus T_2[x^{(r)}_6] \oplus T_3[x^{(r)}_{11}] \oplus K^{(r+1)}_3
\end{align*}
\]

For the last round ($r = 9$), $T_i$ is replaced by $T_i^{(10)}$. The result $x^{(10)}$ is the ciphertext.

Osvik, Shamir and Tromer [OST05] describe several software side-channel attacks based on the inspection of CPU memory cycles. They also describe corresponding countermeasures to these attacks.

An adversary may deduce the encryption key by observing which cells of the above tables the AES encryption algorithm accesses in each turn. One possibility to learn about these cells is to prepare the cache by accessing data that maps to the same sets in the cache as these tables. Because cacheline replacement occurs only between the cachelines of the same set, a table access can be detected by measuring the time required to access the preparation data. A long access time indicates a replacement of this data and hence a corresponding table access by AES.

To prevent adversaries from deducing this information, Osvik et al. propose to access the encryption tables with cacheline stride after executing the actual encryption round. This way, an adversary will always observe that the entire table was accessed.

With the help of the proposed security type system, it is possible to prove that Osvik’s countermeasure avoids leakage of the key bits, of the secret message or of intermediate encryption results through the cache. To do so, we first have to describe the cacheline replacement strategy with the help of a suitable hardware side effect. Given a Toy implementation of this hardware side effect, the proposed security type system can then check Osvik’s countermeasure together with this interleaved executing side effect for security policy violating information flows.

Adversary threads detect cache information leaks by observing the timing of preparation-data accesses. For example, a level 1 (L1) cache miss that hits in the L2 cache takes typically between 7 and 10 times longer than L1 hits. Nevertheless, a timing-insensitive analysis can reveal this leakage because the timing of memory accesses is directly correlated with the distance of the cache in which the accessed data is allocated.

To formalize the cache hardware side effect, I add for each cache $i$ a special register $R^i_{\text{Cache}}$, which contains one bit for each set of this cache. Initially these bits are clear to indicate that

---

6The interested reader is referred to Daemen and Rijmen [DR99].
the adversary has prepared the corresponding sets. If the to-be-checked program accesses a memory address \( a \), the hardware side effect \( \text{cse}(a) \) sets the bit of the corresponding set in all caches where \( a \) gets allocated. A set set-bit indicates the replacement of some of the preparation data. By allowing adversary threads to read the bits in \( R_i \text{Cache} \), we have made available to these threads essentially the same information that they could have obtained from evaluating the timing of preparation-data memory accesses. For reasons of simplicity, let us here focus only on physically-tagged physically-indexed caches and on a single cache level. The proof extends straightforwardly to other cache architectures. For an \( n \)-way set associative cache, the set into which \( a \) gets stored is \( \text{set}(a) := \frac{a}{n|\text{cacheline}|}|\text{sets}| \), where \( |\text{sets}| \) is the number of sets in this cache and \( |\text{cacheline}| \) is the size of a cacheline in bits.

Figure 5.5 illustrates the use of the additional registers \( R_i \text{Cache} \), the side effect \( \text{cse}(a) \) and the effect of the countermeasure (lower figure).

Figure 5.6 shows the C++ pseudo code \( p \) of an encryption round of AES with Osvik’s countermeasure. I write \( x[a .. a + 3] = y \) as an abbreviation for \( *(\text{static cast}<\text{long}>(*(&x[a]))) = y \). The cacheline size is 32 bytes. The Lines 13 – 26 contain the source code of the adjusted encryption round, the Lines 28 – 31 contain the source code of Osvik’s countermeasure. \( \text{cse}(a) \) is the cache hardware side effect. It is defined as:

\[
\text{cse}(a) := R_i \text{Cache}[a] = 1
\]

In the analysis of \( p \), the typing rules for Lines 14 – 22 set the secrecy levels of all cacheline bits in \( R_i \text{Cache} \) to which the table \( T \) maps to \text{high}.

Figure 5.5.: Illustration of Osvik’s countermeasure and of the hardware side effect \text{cse}. Black fields in \( R_i \text{Cache} \) denote set set-bits; white fields denote clear set-bits.
The reasons for this setting are twofold:

1. Because the points-to analysis does not break the cipher, it has to overestimate the elements of $T[i]$ that are accessed. Because this overestimation cannot exclude entries, all cells of the table $T[i]$ are in the set of potentially referred addresses; and

2. The table accesses of $T[i]$ and hence the accessed cachelines depend on the value of the high-classified key. Writes to $R_{Cache}$ therefore depend on high pointers. The targeted set-bits assume this secrecy level.

If $p$ would allow other threads to observe the cache content at this point in time, information about the secret key could be leaked. The non-preemptive execution (Lines 11 – 33) avoids these observations.
The countermeasure in the Lines 28ff accesses $T$ with cacheline stride. Because these stride accesses are independent of the *high* key and because the points-to analysis is able to identify the accessed cells precisely, the secrecy levels of all set-bits of $T$ in $R_{Cache}$ are reset to *low*. A possible breach of confidentiality is avoided by removing the temporarily stored secrets before other threads can read these secrets. This concludes the prove that Osvik’s countermeasure prevents leakage of the encryption table through the cache. To see that neither the key bits nor the intermediate encryption results are leaked, we have to realize that $x$, $y$ and $K$ are never accessed with *high* indices. Hence, no secrets are leaked by accessing these arrays. This concludes the proof of Osvik’s countermeasure.

The implementation of the hardware side effect \texttt{cse(a)} was trivial. After that, the proof follows immediately by application of the *Toy* typing rules.
6. Conclusions and Future Work

This chapter concludes my thesis and gives directions for future work. The two central contributions of this thesis are:

1. a non-interference-secure budget-enforcing fixed-priority scheduler, and
2. a sound control-flow-sensitive security type system for low-level operating-system code.

The developed solutions are a first step towards a cost-efficient provable protection of confidential data in open microkernel-based systems.

**Noninterference Secure Scheduling** (Section 3.3)

Two practically-feasible modifications allow a budget-enforcing fixed-priority scheduler to avoid all scheduling-related covert timing channels, even if the scheduled threads have access to precise clocks:

1. the scheduler treats possibly leaking blocked threads as if they were ready and runs higher classified ready threads to consume the budgets of these blocked threads; and
2. the scheduler defers the resumption of higher prioritized threads in situations where a lower prioritized thread could possibly leak information by executing non-preemptively.

The characterization of the budget consumption as a blocking term allows for the reuse of a large class of existing admission tests for the proposed scheduler. These tests determine whether a given set of real-time threads will meet their deadlines. Compared to the state-of-the-art schedulers for timely isolated systems — time-partitioning schedulers — the proposed non-interference secure scheduler can admit significantly more threads.

A machine-checked non-interference proof of an abstract PVS model of this scheduler substantiates that the proposed budget-enforcing fixed-priority scheduler eliminates external timing channels. The realization of this result in the theorem prover PVS proved to be valuable because a failed proof of a previous version of the scheduler revealed a flaw, which I would have likely overlooked: the two corner case situations where non-preemptively executing threads are able to leak to lower prioritized threads.

**Security Type Checking Low-Level Operating-System Code** (Section 4.7)

The peculiar ways in which the microkernel and the necessarily trusted multi-level servers interact with their environment pose a significant challenge to information-flow analyses for low-level operating-system code. The proposed information-flow analysis masters this challenge by first translating the to-be-checked C++ operating-system code into the non-deterministic intermediate programming language *Toy*.

The resulting *Toy* program and the interleaved executing hardware side effects are then checked with the help of a sound security type system for *Toy*. A universal lattice for shared-memory programs allows the protection-parametric analysis to cope with partially unknown or dynamic information-flow policies.
We have seen that for the special setting of low-level operating-system code, it is practically feasible and significantly more precise to repeat the analysis for all possible ways in which the control-flow non-determinism in the to-be-checked program could be resolved. I have machine-checked the soundness proof for the security type system for the deterministic core of Toy.

To demonstrate the practicality of the proposed information-flow analysis, I have conducted three case studies. Chapter 5 presents the results of these case studies and the first security-type-system-based proof on the effectiveness of a countermeasure against AES cache side-channel attacks.

**Future Work**

This thesis opens up various directions for future work:

**Tool Support:** In the present work, my focus was on sound information-flow analyses for the low-level operating-system code of open microkernel-based systems. Although it is in principle well understood how these results translate into efficient type-checking tools [Mye99, Sim03, FTA02, HL09], a complete automation of the proposed protection-parametric analysis requires further work on heuristics and related static analyses. In particular, we need heuristics for the decision where to apply the standard rules for non-deterministic choice and parallel compositions and where we should check all possible resolutions of the control-flow non-determinism in these statements.

**Construction Guidelines for Non-Interference-Secure Multilevel Servers:** In the IPC case study in Section 5.2 and in Section 5.3, I have identified a few points where information flows in IPC affect the construction of non-interference secure multi-level servers in L4-family microkernel-based systems. A systematic investigation of these points and the development of a construction guide for provably secure multi-level servers would be interesting follow ups.

**Language Support:** I designed Toy for the specific needs of the low-level operating-system code of microkernel-based systems. For a more comprising application, additional language support is required, most notably function calls.

The two primary challenges to incorporate functions into a sound analysis of low-level operating-system code are:

1. Language support to express the conditions under which a previously checked function does not leak certain information and a corresponding mechanism to enforce that these conditions are met by the invoking code. The characterization of system-call information flows with the help of placeholder objects (see Section 4.5.4.4) is a first step in this direction; and,

2. A way to extend the results of a previously checked function to call sites where this function will be inlined.

**Confinement:** With the exception of Lowe et al. [ML09], confinement proofs [Boy09, EKE08, Sha00] require a-priori knowledge about all information flows that may occur in a system. On the other hand, confinement is a prerequisite to determine whether a given subsystem can obtain the authority to execute certain system calls. It is therefore
interesting to combine the results of this thesis with a formal confinement result. One direction how such a combination could improve the information-flow analysis of multi-level servers would be to statically check the potential access clients may obtain if a server maps certain capabilities to these clients.

Also an integration with Lowe’s work on object capability patterns [ML09] would be valuable. Lowe exploits the FDR2 model checker [For05] to automatically check non-interference properties of CSP programs that exchange capabilities. I expect that the integration of a static, security type system based analysis with a model-checking-based analysis is the key to efficiently automate protection-parametric information-flow analyses.

**Noninterference-Secure Synchronization of Multi-Exemplar Resources:** In Section 3.7, I have discussed the information-flow properties of single-unit resource-access protocols. Extensions to multi-unit protocols and to multi-processor resource-access protocols are therefore obvious directions for future work.

**Information-Flow-Secure Capability Revocation and Secure Timeslice Donation:**

The current implementation of two functionalities of L4-family microkernels have to receive further attention to eliminate potentially harmful information flows: L4-unmap and the current implementation of timeslice donation [Ste04].

As we have seen in Section 5.3, the frame locks in the current implementation of L4-unmap and the inability to bound the number of directly or indirectly mapped capabilities cause information flows that preclude a safe sharing of kernel objects between differently-classified clients. These information flows can occur even if the kernel object itself can only be accessed in a read-only fashion.

Similarly, in some corner cases, the implementation of timeslice donation, which is described in [Ste04], traverses a list of threads non-preemptively that is not bounded in its size except by the number of threads in the system.

Neither of these limitations are inherent:

- For example, a mapping quota per capability limits the size of the mapping database subtree that L4-unmap has to traverse to revoke access rights. The map operation forwards the specified quota together with the capability. It thereby consumes this quota at a rate of one for each additional direct mapping and, to compensate for unmaps which include the own capability, at a rate of two for the first direct mapping;

- A node-granular lock for concurrent unmaps, which allows unmapping threads to take over the unmap lock from threads that directly or indirectly received the revoked capability from a thread in the unmapping thread’s address space, avoids information flows due to lock contention; and, finally,

- Keeping blocked threads in the ready list, traversing the list of donating threads preemptively and maintaining a volatile list of current donators avoids the potentially harmful information flows in the current implementations of downward donation.

An elaborative discussion of the above points would go beyond the scope of this thesis.
A. Avoiding the Deactivation of Nonpreemptively Executing Threads

This section presents the source code of the check to avoid the abortion of non-preemptive critical sections when the execution budget of a thread depletes or when a deadline passes (see Section 3.3.5.1 on page 71). The source code of the check is the following.

```c
inline Time rdtsc() {
    Time ret;
    asm volatile("rdtsc \n\t": =a(ret) :: "edx");
    return ret;
}

inline void touch_write(void * dest) {
    asm volatile("lock ; orl $0,%0 \n\t": "m" (dest));
}

inline void touch_read(void * dest) {
    Word dummy;
    asm volatile("movl %0,%1 \n\t": =R(dummy) : "m" (dest));
}

class Utcb {
public:
    Time last_switch, wcet_remaining;
    Time last_release, deadline;

    volatile bool dp;
    volatile bool pending;

    inline bool check_remaining(Time needed) {
        Time current = rdtsc();

        return (wcet_remaining - current + last_switch > needed) &&
                (last_release + deadline - current > needed);
    }
};
```
The source code of an atomic list-enqueue operation, which relies on this check, is:

```c
retry:
    utcb->dp = true;

    if (likely(utcb->check_remaining(wcet_needed))) {
        /∗ touch data structures to avoid pagefaults during delayed preemption ∗/
        touch_write(head);
        touch_write(head->next);

        if (unlikely(utcb->pending)) {
            /∗ page fault may occur during enqueue ∗/
            goto switch to kernel;
        }

        /∗ modify list ∗/
        _next = head->next;
        _prev = head;
        head->next->prev = this;
        head = this;
    }

    else {
        /∗ insufficient time to execute critical section without job-deactivating preemption
        // switch to kernel
        goto retry;
    }

    utcb->dp = false;

    if (unlikely(utcb->pending))
        // switch to kernel
```
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